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Preface

The purpose of this volume is to survey major issues in classroom research, locating them within general linguistic and educational research traditions.

Following a general introductory paper by the editors, a number of contributors address general issues, illustrating them from specific experience of engaging in research. In the second section, a range of particular approaches are explored in more detail, with papers that look at the relationship between teachers and learners framing accounts of investigations of teachers and learners separately. In the final section, issues in programme evaluation and teacher education are addressed specifically from a research perspective.

We have been very lucky to obtain contributions from a wide range of distinguished practitioners in many major centres of research in Europe, North America, the Pacific and Australia. For reasons beyond our control, this volume is appearing rather later than we had intended. We are most grateful to contributors for their patience, and hope they will be pleased with the result.

CJB
RFM

December 1989
I General Issues
The Language Classroom as a Focus for Research

Christopher Brumfit and Rosamond Mitchell

University of Southampton

It will be apparent from the varied approaches taken by contributors to this volume that there are many different views on the role of research in language teaching. A comparison between the views of van Lier and Long, or of Cook and Nunan, will at once make clear that there are different views about what constitutes relevant research, what are the most appropriate procedures to use, and who are the best qualified people to carry it out.

Language teaching needs as much serious investigation as possible, of as many different kinds as possible. Whether we call such investigation ‘research’ is less important than whether the procedures adopted and the people conducting the study are appropriate for the questions being addressed.

There is a sense in which serious practitioners, in any field, will expect to monitor their own performance as objectively as possible. In this sense, language teachers should always be engaging in ‘research’ if they are to work responsibly and professionally. But beyond this is a whole tradition of educational and linguistic research which could be linked in with the concerns of language teachers. In the rest of this paper, we shall explore some of the major areas of debate which underlie the more specific discussion of later papers.

1 Language learning and language teaching

It is unnecessary to persuade readers of this book that language learning is a crucial phenomenon that deserves study. However, it is worth also emphasising that, for many learners, teaching provides the context for the learning process, and deserves analysis in its own right. Particularly, we have a greater chance of controlling processes of teaching than of learning, so understanding how it works in practice, and how its workings relate to successful language development, is a necessary adjunct to effective education.

At the same time, it must be emphasised that we lack empirical support for much of what is claimed to be ‘known’ about teaching methodology, as
Long argues in his paper in this collection. We would not wish to claim that this lack invalidates the understandings of teacher trainers or methodologists—there are many valuable practices in language teaching that will never be capable of rigorous falsification in a scientific sense, any more than the success or failure of a particular marriage will be capable of investigation in terms of a single neat and falsifiable explanation. No major area of human relationship can be addressed truthfully by such a mechanistic approach. But that does not mean that we should neglect empirical study as shamefully as we have done in the past. There is a great deal that we do not know, but could in principle know, about practices in classrooms. Until we have built up our knowledge base much more substantially, methodologists and theoreticians will always be open to the attack that they are basing their proposals too much on hunch, the peculiarities of their own personal experience, or a lazy acceptance of tradition. Scholarship and empirical study must combine, but—particularly in the British tradition of language teaching—we have had far more scholarship than empirical investigation. The result of this is that exciting recommendations have abounded in the last twenty years: functional—notional syllabuses, procedural syllabuses, needs analyses, authentic materials, and graded objectives, to name only a few, but there has been remarkably little descriptive work. The exceptions to this generalisation are more concerned with languages other than English, though their work provides models for EFL teachers to adapt: Mitchell, Parkinson and Johnstone (1981), Sanderson (1983), Kasper (1986), Peck (1988) and Mitchell (1988).

Yet the substantial empirical work carried out on second language acquisition and associated areas, predominantly in North America and mainland Europe, does not enable us to answer many of the important questions that language teachers are concerned with. We need many more studies before we can even begin to produce a coherent, empirically-based account of all the important factors in language teaching.

2 Educational research, ‘disciplinary’ study and interdisciplinary study

Language teaching is a form of education, and educational research is inevitably interdisciplinary. Indeed, it is clear that education is a very important field for research, partly because so much money is invested in it, and partly because it raises key questions about the nature of human experience. Human beings are by nature educating creatures, for they are unique in their ability to pass on culturally-acquired characteristics to their descendants, and the medium for doing much of this is explicit education. Understanding educational processes is thus an important part of understanding what makes us distinctive creatures. And central to the educational process is the role of language, and the learning of new
languages, dialects and modes of discourse. Understanding language teaching and learning will contribute to our understanding of language, of education, and of the human condition.

But to say that education is a crucial area of human endeavour is not to say that it is a single formal discipline. Rather, it is a field of study which may be explored from a variety of disciplinary standpoints. Philosophers, psychologists, sociologists, historians, linguists, anthropologists, or economists, indeed any human scientists, may choose to examine educational institutions or educational processes. It will be clear from these papers that psycholinguists, sociolinguists, methodologists and sociologists all feel they have understandings to gain from examining language learning, and useful contributions to make to the theory of language in education.

Some of the traditions represented in these disciplines will be predominantly experimental or observational in character. Indeed, most of the papers in this collection represent such research traditions. But some disciplines (for example, history), have traditionally been concerned more with documentary evidence than with direct observation: others (for example, philosophy) have been concerned with the construction of clear arguments from evidence provided in other disciplines such as psychology or political science, or with the creation and analysis of hypothetical but illuminating scenarios, rather than with empirical study. Within traditions such as these, 'research' means something very different from its meaning for the empirical sciences.

'Education', however, needs all these kinds of research. Serious methodological discussion of language teaching may be regarded as the equivalent of philosophical discussion in other spheres. Just as lawyers gain from the study of jurisprudence, literary critics from critical theory, historians from historiography and scientists from philosophy of science, because these provide them with the tools for avoiding blind following of tradition, so too language teachers gain from methodological discussion by people who understand language teaching from experience, and can interpret and assess the significance of appropriate theory and research.

But we may acknowledge the need for all these types of research, and at the same time feel that the proportion devoted to some types is too great for the good of the profession. Too much interpretation and too little empirical study may result in myths being perpetuated without being tested against recent observation or experiment; too much empirical study and too little interpretation may result in nothing being discussed that cannot be measured by the currently available technology, or only the currently fashionable research areas being considered relevant to the process of language learning. An ideal balance should be sought—but the balance will be dependent on the social conditions in a particular place at a particular time. What is attainable now in the United States, where research students require a PhD degree to qualify for many professions, and consequently are willing to work on projects at this level, will be harder to attain in countries where a PhD is less necessary for career
advancement. What is attainable in one decade, when there is a fashion for funding educationally-related work, may not be attainable in another when external funding agencies divert their attention to work in other areas, or reduce the gross amount of money available for research. What is possible in countries where teachers have a high academic training in research methods may not be possible elsewhere without major, expensive changes in training policy.

Yet, in spite of the different social contexts of language teaching, a research perspective towards our work will always be desirable, in all places and under all conditions. To say this is simply to restate the requirement that language teaching should be carried out responsibly and professionally. How that perspective is realised in practice will depend on funding, the training and experience of teachers and administrators, the relationship between the professional research community (if any) and schools, and other factors that vary from place to place. What is undesirable, though, is the exclusion of some types of enquiry, limiting research to that within one tradition only, and denying recognition, and funding, to others. Variety of approach is essential if the richness of language use and educational opportunity is to be adequately understood.

At the same time, the enormous lack of descriptive work in classrooms makes this the most neglected area of research. It is also, of course, a mode of research to which teachers could contribute most easily. This book concentrates on empirical studies in the classroom context in the hope that much more data will become available for descriptive and comparative purposes.

3 Approaches to research
A ‘researching’ attitude may be defined as the systematisation of curiosity. Research is essentially a cumulative process, building on what has gone before. Unfortunately, the term ‘research’ has become debased, so that anyone enquiring into the necessary background facts for a television programme will be listed in the credits as a researcher. However, it is worthwhile to list some of the features that should distinguish serious research from simply the search for information.

Competent research will involve:

1. Careful formulation of the questions to be investigated, to ensure that they are not phrased in such a way as to confuse major issues with minor ones, or to embrace many different questions within one vague, general topic which is incapable of being investigated systematically;
2. Careful exploration of the best means of investigation for the particular question being addressed;
3. Consideration of the major previous attempts to explore the same and closely related questions, in order to borrow and adapt
appropriate formulations of the questions, and appropriate modes of investigation, and to learn from their mistakes and difficulties;

4. Explicit accounts of the process of question formulation, the criteria for selection of the research techniques, and the reasons for the questions being felt to be important in the first place;

5. Full documentation of the procedures used, the means by which information has been gathered, and the methods of interpretation and analysis which have been adopted;

6. Explicit acknowledgement of all previous work which has contributed to the conceptualisation, means of collection, and procedures for analysis of the data collected;

7. Specific interpretation of the data collected, to assess its usefulness in relation to the initial research questions;

8. Evaluation of the extent to which the project has achieved its aims, together with an account of the ways in which the process of research has led to changes in the initial formulation of questions—and any other relevant judgements that the researcher may wish to pass on to interested readers;

9. A willingness to publicise the research, so that it can contribute to further development by others to the exploration of the same, or related, questions.

By the definition we are proposing, research is characterised by being a public, systematic and useful activity. It is public because it needs to be distinguished from simply improving one's own private understanding: it is not another name for personal study. It needs to be public because private work is necessarily inefficient. Public work benefits from having procedures throughout being open to scrutiny by others who will lack the biases of the original researchers (though they will have others of their own), who will bring further understanding to bear on the same problems, and who will be able—above all—to offer public criticism as a result of which methods and formulations can be improved upon in subsequent work. Private research would not benefit from this, and would thus risk being tied to the idiosyncrasies of one set of researchers, being limited to what one person or group of people knew about, and being sympathetic to the interests of those who formulated the proposal, and thus possibly unintentionally biased.

Research must be systematic, because it needs to be explicit about its procedures if it is to be distinguished from mere hunch. What kind of systematicity will be sought depends on the question being investigated, but for every question, the means of exploration will be examined exhaustively to ensure that it is the best that can be devised for the time and resources available, and the formulation and interpretation of the research will be systematically examined as rigorously as possible.

Research must be useful, in a particular sense. It will not necessarily be useful in its immediate results—otherwise we would be committed to producing the results which most fitted with what we most wanted to find
out! But the question to be investigated must have some useful point to it; it must be something that we need to know. A recognition of where particular problems are is a necessary control on irresponsible mind-games. While irresponsibility, divergent thinking and imagination will all contribute to the wide range of potentially fruitful ideas that researchers may exploit, funding, time and expertise are limited. Justifying a particular area for investigation involves necessarily showing how the study will contribute, directly or indirectly, to improving our understanding of language teaching.

But for this understanding to be useful, we do not need to adopt a narrowly utilitarian point of view—all we need to do is to show that we have thought clearly about why we should indulge our curiosity (in a way that is relatively expensive in time and effort) on this topic rather than another. The benefits are the public scrutiny which should improve the effectiveness of what we do by laying us maximally open to advice and criticism. But the right to these benefits needs to be argued by a demonstration that we are not merely being self-indulgent.

Within this framework, there are three main types of research. Often researchers may be dependent on external funding, but individual investigations may fit into these categories also.

'Pure' research:
The prime intention of this will be to increase our understanding of the areas of current study that we are least clear about. For language teaching these may be questions in psychology, sociology, linguistics, or any other relevant field—or questions of pedagogy which are motivated by a concern to understand what it is that makes certain procedures appear effective in the classroom. This form of research tends to address questions like 'Why do things happen as they do?' and 'How do we explain particular events and particular relationships?' The cumulative effect of research of this kind is to build up a more or less agreed picture (or 'model') of how things work in a particular field. Such agreed understanding influences the ways in which politicians and decision-makers plan, so research has relevance to any conceivable future activity in the area being investigated.

Policy-orientated research:
Such research is concerned with monitoring the effects of policies which have already been decided upon. To know whether a particular programme is realising its stated aims and is therefore effective, whether it is being effective, but in unexpected and unanticipated ways, or whether it is being ineffective, is clearly valuable for sponsors and planners. It enables future planning to be more effective, and sometimes enables adjustments to be made to programmes which are failing to achieve their intended effects. Such research may lead to a questioning of underlying theory, and contribute to formulation of better explanatory models, but that is not its prime intention. Its main purpose is to monitor
the effect of policies. In practice, indeed, many sponsors prefer to discover that their policies are working, especially if a lot of money has been invested in (for example) teaching materials or a new mode of examination. Thus there are potential political risks in this type of research which need conscious guarding against.

‘Action’ research:
It is frequently argued that teachers should devote their time most fruitfully to this type of research. The argument usually made is that this is useful because it is aimed at a particular situation, without the concern for replicability and generalisation which characterises pure research, and without the policy having been previously defined, as in policy-orientated research. It is further argued that action research aims additionally at educating teachers by the process of becoming self-conscious about their work, and that this is as important an aim as evaluating or information-gathering. Certainly, research by teachers, for teachers, on their processes of teaching can only be a good thing. But if obtaining a clearer understanding of teaching processes requires care and rigour in other modes of research, there is no good argument for action research producing less care and rigour unless it is less concerned with clear understanding, which it is not. The real point about action research is that it is closely tied to the particular interests and needs of particular teachers—but these require the same kind of careful support as any other serious investigation.

What distinguishes these three types of research is not so much the procedures used, as the context in which they operate. Typically, pure research will be performed by professional researchers (who may also work simultaneously as higher education teachers), perhaps in collaboration with practitioners. The formulation of the problem will depend on the work of scholars and researchers, and the work may be funded by research councils, private charitable trusts, or government agencies, and will usually carefully describe its relationship with all previous relevant research.

Policy-related research will be performed by professional researchers, sometimes in formally-set-up research institutes attached to official organisations. The work may be collaborative with practitioners. The formulation of the research topic will usually be defined by the policy, and the funding agency will usually be the policy-making body. Relationship with previous research may be explicit, but this is not essential.

Action research will be performed by practitioners, on topics formulated by practitioners. If there is external funding, it may well come from sources whose main concern is with activating the teaching profession rather than with a prime interest in whatever results are obtained.

Nonetheless, in spite of these contextual differences, if the research is to be of more than personal value (and hence to justify the term ‘research’
at all), they will all be the same in following the general procedures we have outlined above.

4 Being a teacher and being a researcher
It would be unwise to pretend that the processes of researching and teaching can be combined without effort. There is a particularly strong contradictory pull in that research is a type of contemplation (however systematic) while teaching is a type of action. Pure research will require explicit hypothesis creation, with clear and falsifiable statements that can be rigorously analysed and tested. This process will involve simplifying from the rich context of particular classrooms that teachers are specially trained to respond to. All teachers know that classrooms are confusing places, with different agendas being pursued by different participants, with many different activities and thought processes happening simultaneously, and with different needs being addressed in all directions. Few lessons follow plans exactly, and few plans follow principles as precisely as theorists intend. Teachers work in a world of real people, real motives and conflicting interests, and their prime task is to survive in this world, in order to influence learning and direct it towards the most profitable activities and routines for success. Distancing yourself from this experience enough to be able to see it in relation to the experiences of others in similar situations is part of maturing as a teacher—but it is not easy, and demands sensitivity and commitment.

At the same time, it is vitally important that this distancing is practised by teachers, and that research is not carried out exclusively by outsiders. Understanding what it is to be a teacher, from direct and substantial experience, is different from understanding teaching processes from outside. Knowing how to teach, knowing as an outsider what teachers do, and knowing from experience the practice of teaching, are three different modes of understanding. By combining them, a fuller picture of the teaching process will be built up than by relying on one only. And exactly the same points can be made about knowing language learning processes. The risk for teachers is that research will come too much from outside the profession, so that the contingent and contradictory experiences actually encountered in schools and classrooms are neglected in the efforts of outside researchers to be tidy and concentrated.

For these reasons, the health of research into educational matters is dependent on combinations of research from external perspectives, collaborative research by teachers and outsiders, and research from within teaching itself.

Further, work of this kind is not only justified by the need for research to be sensitive to the social experiences of teachers and learners; it is also justified as a contribution to effective teaching. As with any important
activity, teaching will benefit from being reflected on and examined systematically. We should not forget, however, that many competent teachers reflect very little without failing to be teachers, but we would not define as a teacher someone who reflects or researches all the time. Participant research involves accepting some degree of tension between different modes of thinking and acting. The justification rests in the indirect improvements to practice which will result from increased understanding, and the sense of mastery of our environment which comes from seeing it more clearly.

5 Types of research
The fullest and clearest account of ways of approaching educational research that we know of is Cohen and Manion (1989). Quantitative approaches to applied linguistic research are explained in detail in Hatch and Farhady (1982). Recent books on classroom research include an authoritative survey of recent empirical work on language instruction and its relationship with learning outcomes (Chaudron, 1988), an account of the historical development of classroom research with key texts (Allwright, 1988), and a critique of over-positivist research procedures by van Lier (1988, and see also his contribution to this volume). A shorter summary of major issues in classroom research can be found in Mitchell (1985).

In the final section of this paper we shall briefly describe the general types of research available to teachers. These themes are explored at greater length in Cohen and Manion (1989), and are taken up for language classrooms in a number of papers in this collection.

First, it is useful to distinguish between description, intervention, and experiment.

Descriptive research will aim at providing as accurate an account as possible of what current practice is: how learners do learn, how teachers do teach, what classrooms do look like, at a particular moment in a particular place. In itself such work will only be illuminating if the description is carried out with a particular intention in mind. A description that included everything conceivable that happened in a classroom would be unwieldy and incomprehensible. We have to determine what is and is not relevant information, and to do that we need to know what the purpose of our description is. In practice, then, descriptive studies will usually look at classrooms in relation to particular sets of criteria. These may be, for example, to compare practices of teachers at different levels of schooling, to compare practices with different target languages, to see whether there are differences between native-speaking and non-native-speaking teachers, or to see the relationship between what textbooks recommend and what actually happens in classrooms. The argument for concentration on description is that expectations of teachers, recommendations of teacher educators and
theorists, and the demands of administrators, are often rightly concerned with what ought to be. However, there is little point in constantly pushing for an ideal without any understanding of what in fact happens. We actually know remarkably little about typical practice in language learning, and there is a great need for additional comparative studies.

Interventionist studies are those in which some aspect of teaching or learning is deliberately changed, so that the effects can be monitored. Thus new materials may be introduced, new types of learning activity may be devised or used in an environment where they were not previously used, or teachers may be asked to smile more, use the target language exclusively, or participate in small group discussion. The setting is the normal one for teaching and learning, but the research monitors the effect of changes which have been deliberately introduced.

Experimental studies are similar, but usually involve a much more formal control of variables, thus stopping the classroom from being at all typical. Learners may be put into a language laboratory, or be given highly controlled tasks to ensure that the only factor that they are responding to is the one in which the researcher is interested. Experiments of this kind often operate with a 'control group' of learners who do not receive the special treatment, so that their behaviour can be contrasted with that of the 'experimental group'.

Descriptive studies are a necessary, and rather neglected, base from which discussion of innovation can proceed. However, they do not in themselves result in improvement of teaching or learning, and some researchers consider them an inefficient way of exploring theories of teaching and learning (see Cook's paper in this volume). Others (eg van Lier in this volume) would argue that the apparent rigour of interventionist and experimental studies obscures the close relationship between learning and social context, and that 'rich' descriptions of learning experiences are an essential element in building up a satisfactory theory of language acquisition. Certainly any understanding of teaching must take into account the social context, and we would ourselves accept the view that studies of language acquisition should proceed simultaneously along routes concerned with psychological and internal processing and those examining external and cultural factors.

People who wish to construct idealised models of internal processing will be more attracted to interventionist and experimental procedures. It is certainly the case that such procedures have been developed over a long period, and produced an extensive and sophisticated literature to enable researchers to avoid basic errors in claiming relationships between observations when none actually exist. Courses teaching research methods often include detailed statistical techniques for the analysis of data, and large-scale work usually calls upon the skills of statisticians in interpreting the large bodies of data collected. The risk in such work is that only what can be rigorously measured is examined. Some argue that such procedures restrict us to examining the trivial and simple, and ignoring the complex but much more important real world in
which teachers and learners have to operate. In its strong form this is a foolish debate, because we use simplification all the time in ordinary life in order to be able to cope with the mass of impressions that confront us. We are constantly making judgements about relevance and irrelevance, and interfering with random activity in order to structure a more directed and useful context for change. This, after all, is what teaching consists of, and in this sense formal research is only doing the same thing. But just as teaching can develop its own routines which lose touch with the needs of the outside world that it partly serves, so too can research procedures. A constant debate is necessary about the connection between tidy and structured activity and the more complex and untidy world it is meant to illuminate. Indeed, one of the major contributions that teachers will make to this debate is a close acquaintance with the untidiness of language learning contexts, and an awareness of the successes that can be achieved among (and even possibly because of) the theoretical untidiness.

The debate we have referred to above is often couched in terms of 'quantitative' versus 'qualitative' research. However, a careful consideration of these concepts will make it clear that they cannot really be opposed to each other. If we are examining something that can be objectively described (either numerically, or by explicit and economical records of other kinds), there is no sense in not making use of such data. On the other hand, if the questions we are interested in cannot be quantified simply, we should not avoid them solely on those grounds. We cannot limit observation to what can be measured without ignoring most of the areas that teachers and learners are interested in. It is much more important to break down our questions into those parts for which objective and measurable categories are appropriate, and those for which such categories cannot neatly be devised. As long as the status of our observations is made clear in our reporting, and as long as objectivity is achieved where that is possible, the research will be valuable.

But 'objectivity' is a relative concept. If ten witnesses agree, we will consider something more objective than if only two out of ten do. The view of someone close to the action will be preferred to that of someone a long way away—but someone too close may only see part of what is being observed, while someone a little further away may see the whole picture. Any measurement must clearly be relevant to the question being asked, and subjective impressions of a complete experience may be more valuable than objective measurement of a small and unimportant part. Ultimately, interpreting the value of particular research, and sorting out the best procedures to use, must depend on a determined common sense by practitioners.

The major options in language classroom research include the following:

1. Studies of language learning based on the observed performance of individuals in typical classes. These may be longitudinal
studies of individuals throughout their school careers, or studies of achievement of classes as groups. Much curriculum work makes assumptions about typical progress, with a very small base of knowledge to refer to.

2. Comparisons of learners' language experiences inside and outside the classroom setting.

3. Analyses of the relationship between theoretical ideas, teaching materials and syllabuses, and classroom practices.

4. Analyses of different teaching styles, relating to factors such as materials used, types of learner, size of class, etc.

5. Analyses of the beliefs of teachers about their practices and needs, related to actual classroom practice.

6. Analyses of the beliefs of learners about their practices and needs, related to their degree of success.

7. Case studies of classrooms in particular contexts, attempting to draw upon and synthesise elements of all the above.

For each of these, descriptive studies may be justified on their own, or relationships may be explored through process-product studies relating learners' progress in language learning to different aspects of the classroom learning environment. Such studies may be highly focused, exploring the impact of particular types of interaction on learning, or more comprehensive in coverage (as in Fröhlich, Spada and Allen, 1985).

Techniques used in the study of language classrooms have included:

(a) Documentary analysis, relating (for example) textbooks or curriculum documents either to analyses of classroom practice, or to the suggestions of methodologists.

(b) Recordings or actual classroom lessons analysed according to category systems devised for particular purposes (see Mitchell, 1985, for further discussion).

(c) Maps of classrooms showing the distribution of (for example) teacher questioning, learner response, teacher movement, etc.

(d) Quantified statements of types of contributions of particular learners as groups, or of individual learners over a long period.

(e) Diaries kept by researchers over an extended period of observation, consisting of both systematic and impressionistic observation.

(f) Lessons discussed retrospectively by observers, teachers and learners and the different perspectives analysed.

(g) Semi-structured interviews in which a core of questions is addressed in a relaxed and improvised way by researchers talking to learners, teachers or other relevant people such as parents or administrators.

(h) Diary studies (see the paper of Parkinson and Howell-Richardson in this volume) by learners or teachers.

(i) Tests (of language competence or other relevant knowledge or skills) administered to learners (or teachers).
(j) Questionnaires exploring attitudes and beliefs about different aspects of classroom experience.

The above list is far from being definitive, however; nor is the validity of the techniques used under many of the above headings as yet clearly established. At present, two of our most striking unresolved methodological problems are (a) how to identify appropriate units of analysis for classifying and categorising behaviours observed in the language classroom (linguistic and otherwise); and (b) how best to access the intentions, plans and strategies of classroom participants which underlie observed behaviour. Classroom research, if it is to remain productive, must retain a questioning attitude not only towards the objects of study, but also towards its own procedures and assumptions.
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1 Introduction
The central theme of this paper is that teachers can and should be involved in researching their own professional practices in their own classrooms, and that this implies extending the concepts of both professional practice and professional development.

In the first part of the paper, I shall present a rationale for the teacher as researcher. I shall then look at some of the issues and questions which are amenable to teacher investigation. This is followed by an examination of a range of research methods and techniques. Finally some of the problems and difficulties of the teacher as researcher will be discussed.

2 A rationale for the teacher as researcher
Within the teaching profession there often seems to be an insurmountable gap between theory and practice. Carr and Kemmis cite evidence purporting to show that teachers regard theory and research as esoteric activities ‘having little to do with their everyday practical concerns’ (Carr and Kemmis 1986: 8). In a similar vein, Beasley and Riordan write that:

... the gulf between research bodies and the teaching profession has ensured that many research programmes are not related to the professional concerns and interests of teachers and students. Priorities for research too often reflect the interests of academic researchers or central office administrators not school people. Teachers and students in the classroom are rarely actively engaged in the research. Within the experimental framework the researcher protects his or her independence for the sake of ‘objectivity’. The tacit knowledge of teachers is devalued. Many of the findings are recorded in a form and style which is accessible to the trained researcher but fails to communicate to teachers, school administrators, parents or advisory people. The primary audience for research has been the research community not the practising teacher. Not surprisingly we the practising teachers have come to distrust and reject theoretical research and the researcher who takes but does not give.

(Beasley and Riordan 1981: 60)
Carr and Kemmis draw a distinction between theory, which is aimed at discovering 'truth', and practice, which is aimed at bringing about change. They suggest that the field of educational research is different from many other areas of research because education is essentially a practical rather than a theoretical activity. It is designed to bring about change and get things done. The practical nature of the educational enterprise has a number of important consequences for educational research. In the first place, this research will have different aims from research concerned with the resolution of theoretical problems. Unlike theoretical problems, these practical problems 'cannot be resolved by the discovery of new knowledge, but only by adopting some course of action' (Carr and Kemmis 1986: 108).

One way of bridging the gap between theory and practice is to encourage teachers to adopt a research orientation to their own classroom, and to engage in research projects of one sort or another. In their recent book on action research, Carr and Kemmis point to an emerging trend to broaden the scope of professional development by providing teachers with opportunities for engaging in curriculum theorising and educational research. Evidence for this trend is to be found in school-based curriculum development, research-based in-service education and professional self-evaluation projects.

Similarly, Walker (1985) sees research by teachers as a useful way of ensuring the relevance of teacher education programmes. He suggests that immersion in real research has the advantage of 'providing strong criteria of relevance', and goes on to claim that teacher education programmes with a prominent teacher research component vest much more authority in the trainees than the trainer, as it is the trainees rather than the trainer who set the agenda. They 'will be the people who have first-hand experience of the problem and its context, and the onus will be on them to communicate issues, difficulties and concerns ...' (Walker 1985: 6).

Beasley and Riordan (1981: 36) list the following advantages of teacher-initiated research:

- It begins with and builds on the knowledge that teachers have already accumulated through research.
- If focuses on the immediate interests and concerns of classroom teachers.
- It matches the subtle organic process of classroom life.
- It builds on the 'natural' processes of evaluation and research which teachers carry out daily.
- It bridges the gap between understanding and action by merging the role of the researcher and practitioner.
- It sharpens teachers' critical awareness through observation, recording and analysis of classroom events and thus acts as a consciousness-raising exercise.
● It provides teachers with better information than they already have about what is actually happening in the classroom and why.
● It helps teachers better articulate teaching and learning processes to their colleagues and interested community members.
● It bridges the gap between theory and practice.

Walker, Beasley and Riordan are writing within a general educational context. Long (1983), however, examines the role of the second language teacher as classroom researcher. He reports on a survey which showed that classroom-centred research was comparatively neglected in MA programmes in Canada and the United States (18% of courses gave it only a minor attention while 82% ignored it altogether). In making a call for a greater role for classroom-centred research in graduate programmes, Long points to three principal roles. In the first place, despite its infancy, classroom-centred research has provided and can provide a great deal of useful information about how classes are taught (as opposed to statements about how they should be taught, or how people imagine they are taught). Secondly, classroom-centred research can promote self-monitoring by classroom practitioners. By training teachers in the use of observation schedules of one sort or another, they will be equipped to monitor their own classes or those of colleagues. The third and final reason advanced by Long for involving teachers in classroom-centred research is that it can help teachers resist the temptation to jump on each language-teaching bandwagon as it rolls past. Straightforward, descriptive studies of what actually does go on in classrooms will help teachers evaluate the competing claims of different materials, syllabuses and methods.

In a slightly different vein, Freeman (1987) outlines four instructional patterns in language teacher education. These are instruction, observation/imitation, guided reflection and self-directed reflection.

In instruction, the trainee is told how to do something. This transmission approach to teacher education characterised an earlier prescriptive approach to teacher education. Observation involves trainees in studying live or recorded lessons and lesson segments. The lessons serve as models which the trainees can attempt to imitate. Guided reflection activities engage trainees in identifying, analysing and hypothesising from their own experience. The final instructional pattern, self-directed reflection, involves trainees in analysing and interpreting experience without external assistance.

These instructional patterns represent a continuum from dependence to independence. Any professional development programme which has as one of its goals the development of professional autonomy will attempt to move the trainee along the continuum from observation, through guided reflection to self-directed reflection. In this paper, I should like to suggest that pre- and in-service programmes aimed at developing the concept of the teacher as researcher will be critically concerned with the notion of professional autonomy, with all that this entails.
3 Issues for investigation
In this section we shall look at some of the issues and associated problems which might prove amenable to research. Any element in the curriculum (including teachers, learners, materials/resources, learning tasks, learning styles etc.) can be investigated by the teacher. This is demonstrated in Table 1. The data here were obtained in a workshop on action research in which the teachers were asked to nominate an issue which they intended to follow up as a result of the workshop.

<table>
<thead>
<tr>
<th>Area</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  Methodology</td>
<td>Task analysis and the different demands that tasks create.</td>
</tr>
<tr>
<td></td>
<td>What materials/methods learners do/do not respond to.</td>
</tr>
<tr>
<td></td>
<td>The learning and teaching of vocabulary.</td>
</tr>
<tr>
<td>2  Classroom management and interaction</td>
<td>The occurrence of digressions within a lesson by teachers and students and the extent to which these lead to useful learning outcomes or simply distract, confuse or mislead students.</td>
</tr>
<tr>
<td></td>
<td>The management of classroom interactions.</td>
</tr>
<tr>
<td></td>
<td>Effective and ineffective instruction giving.</td>
</tr>
<tr>
<td></td>
<td>How to increase student talking time. Do students think this is valuable? Does it enhance learning?</td>
</tr>
<tr>
<td>3  Professional development and self-evaluation</td>
<td>How do teachers perceive peer analysis? In what ways is it helpful, threatening, inhibiting?</td>
</tr>
<tr>
<td></td>
<td>How action research can improve cohesion/sense of progress from the students' perspective.</td>
</tr>
<tr>
<td></td>
<td>Peer teaching/learning for teachers.</td>
</tr>
<tr>
<td></td>
<td>Promoting personal responsibility for professional development.</td>
</tr>
<tr>
<td></td>
<td>Using classroom analysis with new teachers to assist them develop their own practices more effectively.</td>
</tr>
<tr>
<td>4  Applying skills</td>
<td>Encouraging and monitoring students' use of English outside the classroom.</td>
</tr>
<tr>
<td></td>
<td>Encouraging the use of English outside the classroom.</td>
</tr>
<tr>
<td>5  Affective factors</td>
<td>Student attitudes towards games and drama activities.</td>
</tr>
<tr>
<td></td>
<td>Student perceptions of language learning.</td>
</tr>
<tr>
<td>6  Evaluation and assessment</td>
<td>Evaluating the effectiveness of teaching.</td>
</tr>
<tr>
<td></td>
<td>Methods of post-learning arrangement assessment.</td>
</tr>
</tbody>
</table>
I shall confine myself here to issues and problems relating to teachers themselves. I shall suggest that teachers can carry out studies relating to themselves working alone or in collaboration with other teachers. In some circumstances, they can also invite other teachers to collect data on them. The number of questions and issues which might be investigated are almost limitless, and here I shall only be able to present a very few as samples. They can relate to any aspect of teachers’ work as they plan, implement and evaluate their programmes.

Table 2  Issues and sample investigative questions on teachers

<table>
<thead>
<tr>
<th>Issue</th>
<th>Investigative questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>What are the bases on which I select my goals and objectives?</td>
</tr>
<tr>
<td></td>
<td>What are the major factors I take into consideration when selecting content?</td>
</tr>
<tr>
<td>Implementation</td>
<td>What is the relationship between the lesson plans I draw up before class and what actually happens in class?</td>
</tr>
<tr>
<td></td>
<td>To what extent does my teaching reflect a systematic procedure of specifying objectives, selecting content and learning tasks and evaluating the effectiveness of instruction?</td>
</tr>
<tr>
<td></td>
<td>What events in the classroom cause me to deviate from my planned lesson?</td>
</tr>
<tr>
<td>Classroom management</td>
<td>Some of my learners are disruptive. Is there anything in my behaviour towards them which might account for their behaviour? What effect will modified behaviour on my part have on them?</td>
</tr>
<tr>
<td></td>
<td>What aspects of learner behaviour do I respond to?</td>
</tr>
<tr>
<td></td>
<td>How efficient/effective am I at setting up group work?</td>
</tr>
<tr>
<td>Talk</td>
<td>How much talking do I do in class? Is this too little or too much? What happens when I alter the amount of talking I do?</td>
</tr>
<tr>
<td></td>
<td>How clear and/or useful are the explanations I give to my students?</td>
</tr>
<tr>
<td></td>
<td>What sort of questions do I ask?</td>
</tr>
<tr>
<td>Interaction</td>
<td>What typical patterns of interaction are there between myself and my learners?</td>
</tr>
<tr>
<td></td>
<td>Do I interact with some learners more than others?</td>
</tr>
<tr>
<td></td>
<td>What happens if I modify my patterns of interaction?</td>
</tr>
</tbody>
</table>
The area of teacher talk has been heavily researched in recent years, and in the rest of this section, I shall, for illustrative purposes, review the work which has been done in this particular area, as it is one which is particularly amenable to teacher research.

One aspect of teacher talk which has been intensively studied is the speech modifications made by teachers. A great deal of research has shown that native speakers (teachers and non-teachers alike) simplify their speech to non-natives. It has been suggested that these modifications make the language easier to comprehend, and that this, in turn, should facilitate acquisition. In his review of teacher talk, Chaudron (1988) discusses the amount of teacher talk, the functions of teacher talk and the nature of teachers' explanations.

Pica and Long (1986) investigated the linguistic and conversational performance of experienced and inexperienced teachers. The purpose of the research was to determine whether there was any difference between the speech characteristics of experienced and inexperienced teachers in their classroom interactions. The features they studied included linguistic complexity, the functions of questions, statements and imperatives, question types, and certain conversational adjustments such as comprehension checks and requests for clarification which are hypothesised to facilitate comprehension and therefore acquisition.

Pica and Long found that there were some differences between the experienced and inexperienced teachers (for example, experienced teachers used a wider range of question forms). In general, however, the similarities outweighed the differences.

Not surprisingly, research in language classrooms has shown that teachers tend to do most of the talking. Whether this is a good thing or not will depend on what one believes about the role of input in acquisition. If one believes that learners learn best by doing (i.e., in this case by practising in the target language), one will probably try to structure classroom activities so that the amount of learner talk is increased at the expense of teacher talk. If, on the other hand, one believes that teacher talk is a valuable source of comprehensible input, one will be much less worried by the quantity of teacher talk. Teachers who record and analyse their classes generally find that they do far more talking than they had imagined. In a recent workshop teachers made the following discoveries about their classroom talk.

- 'I praise but it is rather automatic.'
- 'There was a lot of teacher talk.'
- 'I give too many instructions.'
- 'I need to give clearer instructions.'
- 'There was excessive teacher instruction.'
- 'There was too much teacher talk.'
- 'I need to do more comprehension checking.'
- 'I need to do more eliciting.'
‘I had tried to avoid the comprehension question list, but ended up asking just as many questions of my own.’
‘The instructions I gave were unclear.’
‘Some explanations were nonsensical.’
‘I gave no praise.’
‘Instructions and explanations were inadequate.’
‘Explanations to the class were confusing.’
‘There were excessive teacher digressions.’

As we can see from these reactions, particular areas of concern are the amount of talking teachers do, and the quality of such talk. In particular, the teachers were dissatisfied with the explanations and instructions they gave in the lessons which they analysed.

One aspect of teacher talk which has received a lot of attention is that of teacher questions. Long and Sato (1983) compared the questions asked by teachers in class with the type of questions used by native speakers when communicating with ESL speakers in non-classroom contexts. They discovered a radical difference in the types of questions asked. In class, questions were overwhelmingly of the display type (that is, questions to which the teacher already knew the answer—‘Is this a book?’). In non-classroom contexts, virtually all questions were referential (i.e., the questioner did not know the answer to the question in advance). In a follow-up study, Long and Crookes (1986) trained teachers to ask more referential questions. They found that such training did result in more referential questions being asked in class. However, the use of referential rather than display questions produced rather mixed findings. While display questions actually elicited more student turns, referential questions prompted longer and more extensive responses. There was also a trend suggesting that mastery of lesson content was greater in classes in which teachers made extensive use of referential questions.

Another area of interest is feedback from teachers to learners. Chaudron (1988) points out that feedback in general and error feedback or correction in particular have been widely investigated outside the classroom. In the language class,

... the primary role of language teachers is often considered to be the provision of both error correction, a form of negative feedback, and positive sanctions or approval of learners’ production. (Chaudron 1988: 132)

From this brief survey, it can be seen that looking at one area only, that of teacher talk, there are many issues and problems which might be investigated. Many of these would be suitable for classroom teachers to investigate in relation to their own classrooms. They can be summarised as follows:
• the amount of teacher talk as a ratio of total talk time;
• the modifications and adjustments to teacher talk eg syntax, vocabulary, rate;
• repetition;
• the range and types of questions;
• the range and types of instructions and explanations;
• the type of error feedback.

4 Research methods

In this section, I shall discuss some of the methods which might be employed in classroom research.

In his book on classroom research, Chaudron outlines four basic research traditions. These are summarised in Table 3.

Table 3  A comparison between different research traditions, issues and methods in the language classroom (after Chaudron 1988).

<table>
<thead>
<tr>
<th>Tradition</th>
<th>Typical issues</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychometric</td>
<td>Language gain from different methods, materials, treatments</td>
<td>Experimental method — pre- and post-tests with experimental and control groups</td>
</tr>
<tr>
<td>Interaction</td>
<td>Extent to which learner behaviour is a function of teacher determined interaction</td>
<td>Coding classroom interactions in terms of various observation systems and schedules</td>
</tr>
<tr>
<td>analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discourse</td>
<td>Analysis of classroom discourse in linguistic terms</td>
<td>Study classroom transcripts and assign utterances to predetermined categories</td>
</tr>
<tr>
<td>analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnographic</td>
<td>Obtain insights into the classroom as a ‘cultural’ system</td>
<td>Naturalistic ‘uncontrolled’ observation and description</td>
</tr>
</tbody>
</table>

Each of these different methods will yield a different ‘snapshot’ of the classroom in action. Consider the following excerpts, each of which provides an analysis of the same interaction.
Excerpt 1  Interaction Analysis Categories (adapted from Flanders)

<table>
<thead>
<tr>
<th></th>
<th>Tallies</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Teacher asks a display question (ie a question to which she knows the answer).</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Teacher asks a referential question (ie a question to which she does not know the answer).</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Teacher explains a grammatical point.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Teacher explains meaning of a vocabulary item.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Teacher explains functional point.</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Teacher explains point relating to the content (theme/topic) of the lesson.</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Teacher gives instructions/directions</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Teacher praises.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Teacher criticises.</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Learner asks a question.</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Learner answers question.</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Learner talks to another learner.</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Period of silence or confusion.</td>
<td></td>
</tr>
</tbody>
</table>

Excerpt 2  Bowers' Categories of Verbal Behaviour in the Classroom

*Responding*: any act directly sought by the utterance of another speaker, such as answering a question

*Sociating*: any act not contributing directly to the teaching/learning task, but rather to the establishment or maintenance of interpersonal relationships

*Organising*: any act which serves to structure the learning task or environment without contributing to the teaching/learning task itself

*Directing*: any act encouraging non-verbal activity as an integral part of the teaching/learning process

*Presenting*: any act presenting information of direct relevance to the learning task

*Evaluating*: any act which rates another verbal act positively or negatively

*Eliciting*: any act designed to produce a verbal response from another person
T: of course I had lunch... not enough... why? why? (sociating)
well, like I say, I want to give you something to read (organising)
– so what you do is, you have to imagine what comes in between, that's all...
(organising)
... bring, er, bring your chairs a little closer, you're too far away, er, ha, not
that close (organising)
S: quiss? (eliciting)
T: pardon? (responding)
S: it will be quiss? it will be quiss? quiss? (eliciting)
Ss: quiss... quiss (eliciting)
T: ahm, sorry... try again (eliciting)
S: I ask you... (eliciting)
T: yes?
S: you give us another quiss? (eliciting)
T: oh, quizz, oh! no, no, not today... it's not going to be a quiss today... sorry...
but, um, what's today, Tuesday is it? (eliciting)
S: yes (responding)
T: I think on Thursday, if you like... same one as before... only I'll think up some
new questions – the other ones were too easy... um, ok, er I'll take some
questions from, er, from newspapers over the last few weeks, right? so – means
you've got to watch the news and read the newspaper and remember what's
going on... if you do, you'll win... if not, well, that's life (organising)
S: will be better from tv (sociating)
(laughter)
T: from the tv?... what, er, what programmes... (eliciting)
Ss: news, news (responding)
T: did you say...? oh, ok, we'll have, er, it'll be the s... it'll be the same...
there'll be different...? er, there'll be different...? different? different? the
questions will be on different... what? different? (eliciting)
S: talks (responding)
T: tasks? (evaluating)
what? (eliciting)
S: subject? (responding)
T: different sub... (eliciting)
S: subjects (responding)
T: subjects, subjects, thank you... right, yes (evaluating)

Excerpt 3 Narrative

The teacher enters the classroom in conversation with one of the students. ‘Of
course I had lunch’, he says. ‘Not enough. Why? Why?’
The student gives an inaudible response, and joins the rest of the class who are
sitting in a semicircle. There are eighteen students, in all. They are a mixed
group in both age and ethnicity.
The teacher deposits three portable cassette players on his table, and slumps in
his chair. ‘Well, like I say, I want to give you something to read – so what you do
is, you have to imagine what comes in between, that's all...’ He breaks off
rather abruptly and beckons with his hand, ‘... Bring, er, bring your chairs a
little closer, you’re too far away.’ There is some shuffling as most of the
students bring their chairs closer. The teacher halts them by putting his hand
up, policemanwise. ‘Er, ha, not that close.’ There is some muffled laughter. The
teacher is about to speak again, when a young male student breaks in with a single utterance ‘Quiss? ’ The teacher gives him a quizzical look.

‘Pardon?’
The student mutters inaudibly to himself and then says, ‘It will be quiss? It will be quiss? Quiss? ’ Several other students echo, ‘Quiss. Quiss.’
The teacher grins and shakes his head, ‘Ahm, sorry. Try again.’ The student frowns in concentration and says, ‘I ask you….’ ‘Yes?’ interjects the teacher.

‘… You give us another quiss?’
Slowly the light dawns on the teacher’s face. ‘Oh, quizz, oh! No, no, not today. It’s not going to be a quiss today. Sorry… But, um, what’s today, Tuesday is it?’

‘Yes’, says the student.
The teacher frowns and flicks through a notebook on his desk. ‘I think on Thursday, if you like. Same one as before. Only I’ll think up some new questions – the other ones were too easy.’ The students laugh, then the teacher, holding up the daily newspaper, continues, ‘Um, OK, er I’ll take some questions from, er, from newspapers over the last few weeks, right?’ So means you’ve got to watch the news and read the newspaper and remember what’s going on. If you do, you’ll win. If not, well, that’s life.’

One of the woman students, a Pole in her early thirties says, ‘Will be better from TV.’

There is laughter from several of the students.

‘From the TV?’ echoes the teacher. ‘What, er, what programmes…’

‘News, news,’ interject several of the students.

There is an inaudible comment from one of the students. The teacher turns sharply and begins, ‘Did you say…?’ He breaks off abruptly. ‘Oh, OK. We’ll have, er, it’ll be the s…, it’ll be the same.’ He pauses and then adopts an instructional tone, as he attempts to elicit a response from the students.

‘There’ll be different…? Er, there’ll be different…? Different? Different? The questions will be on different… what? Different?’

‘Talks,’ ventures one of the students near the front.

‘Tasks? What?’ says the teacher giving a slight frown.

‘Subject?’ suggests another student rather tentatively. The teacher gives her an encouraging look and says, ‘Different sub…’ He extends his hand and narrows his fingers as if to say ‘You’ve nearly got it.’

‘Subjects,’ says the student, beaming.
The teacher beams back, ‘Subjects, subjects, thank you. Right, yes.’

Each of these excerpts provides us with a different view of the particular lesson under investigation. From the first, we obtain some idea of the amount and type of teacher and learner talk. Without looking at a transcript, we can infer that the excerpt is taken from the beginning of the lesson. Clues here are the number of instructions and directions which are given, the fact that more referential than display questions are asked, and the fact that there are several learner-initiated questions. These are all features which tend to be comparatively rare in the body of an L2 lesson.

The second and third excerpts provide much more detail. Teachers generally report that Excerpt 3 is the most ‘user-friendly’. While we get much more information from transcripts such as these, they are
extremely tedious and time-consuming to produce. In addition, while
Excerpt 3 might be the most readable, the authorial intrusions may not
accurately reflect the tone and mood of the lesson.

Acheson and Gall (1987) describe four techniques for classroom
observation. These are selective verbatim, seating charts, wide-lens
techniques and the use of checklists and timelines.

Selective verbatim consists of the recording and analysis of selected
aspects of verbal interaction. The recording can be done either by a
teacher trainer, colleague, or, using audio or video recordings, by the
trainees themselves. This method is appropriate for exploring issues such
as teacher questions, feedback, directions and structuring statements.

Verbatims can also take the form of diaries and journals. Bailey (1989),
who has written extensively on the use of such records in second
language teaching and learning, suggests that journals can help us
capture some of the complexities of the language classroom, allowing us
to look at the cognitive, interactive and affective variables in play. The
interaction between such variables might be screened out of more
controlled research methods.

One of the problems with free-form diary and journal entries is that it is
often difficult to make generalisations from them. Beretta (1989) has
tackled the problems associated with the subjectivity of discursive
accounts by utilising a levels-of-use method first developed by Loucks
and Hall (1977). This allowed him to render his classification of teachers
accessible to public scrutiny.

Observational records based on seating charts record physical
movements as well as various types of verbal interaction between
teachers and learners. They can condense a large amount of information
and are easy to construct, use and interpret. Seating charts have been
used to document the amount of time on task spent by learners, showing
verbal flow diagrammatically (ie indicating who is talking to whom), and
documenting movement patterns.

The term ‘wide-lens techniques’ refers to the free-form notes made by
an observer about a class. These form a written ‘protocol’ or record which
can reveal interesting aspects of classroom behaviours which might be
screened out by more selective analytical techniques. These direct
free-form observations are similar to naturalistic observations made by
ethnographers. They can take the form of discursive notes made by an
observer, or can take the shape of audio or video recordings.

The fourth category, the use of checklists or timeline coding charts, is
probably most familiar to language teacher educators, as a wide variety
of schemes have been developed over the last few years. Checklists can
focus on almost any aspect of classroom interaction. As we have seen,
some coding devices reduce the interaction to a series of rhetorical acts eg
‘teacher questions’, ‘student responds’. A distinction is sometimes drawn
between timeline schedules in which observations are made at regular
intervals eg every ten seconds, and those which simply record behaviour.

In addition to the usual observation schedules for recording oral
interactions, there are various other instruments teachers can use for recording their instructional behaviour. For example, Koziol and Call (1988) have developed self-report inventories which teachers can use to record a wide range of instructional behaviours. One of the problems with most such inventories, in which teachers record the frequencies of various behaviours, is that they are often couched in vague terms. (How regular is ‘regularly’? How frequently is ‘frequent’?)

Koziol and Call have attempted to overcome this problem by defining behaviour frequencies in numerical terms. A sample schedule relating to the teaching of grammar is included as an appendix to this paper.

5 Some problems and difficulties with the concept of teacher/researcher

Thus far, I may have given the impression that the notion of teacher as investigator is relatively problem-free. In fact, nothing could be further from the truth, and in this section, I should like to outline some of the problems which are likely to occur.

One fundamental problem is the insular nature of most classrooms, and the tendency of teachers to be rather inward-looking. It is surprising how few teachers actually ever get to watch another teacher teaching, or allow themselves to be observed. This insular climate in which the classroom takes on the nature of a ‘black box’ (Long 1980) leads to reluctance and often resistance on the part of teachers when it comes to allowing others to sit in on classes, or even to review audio or videotaped excerpts from lessons. While not all of the methods and issues for investigation outlined here require collaboration between a teacher and colleague, trainer or outside researcher, many do. In fact, Kemmis and McTaggart make a strong case for collaboration in classroom research precisely because it does open the investigation to critical scrutiny. I have found that in in-service programmes in which classroom data from participants is used, it is generally necessary before the programme begins to assure participants that confidentiality will be preserved, and that no other participant will have access to their data if they do not wish.

There is also a tendency on the part of teachers to excessive self-criticism when first engaging in the recording and analysis of their own classes. This can be seen in the comments by teachers reported in Section 3. It is therefore necessary to reassure teachers that they are not necessarily as bad as their audio or videotapes would seem to indicate, and that the tendency to be overly critical is a natural one. It is also important, if one uses videotapes of other teachers, that these be genuine classroom extracts rather than idealised models of perfect practice. The artificial, heavily-rehearsed lessons which sometimes form the basis for commercially-made videos can have a demoralising effect on teachers when they compare this teaching to their own.

A problem which can arise at the stage at which teachers are formulating a research proposal is that the proposals themselves often
tend to be rather grand. It is highly unlikely that a classroom teacher will have the time or the research skills to conduct complicated psychometric investigations with pre- and post-treatment tests, randomly assigned experimental and control groups, controlled variables etc. Nor is it likely that they will have the wherewithal for investigating complex issues such as morphosyntactic development. It is therefore important to ensure that the investigation is realistic in terms of the issue or problem selected, the research method and the resources available.

Resources are, in fact, another critical problem. Properly formulated projects are extremely time consuming. The teacher-developer or support person usually needs to work on a one-to-one basis with the classroom teacher — often over the life of the project. This has implications, not only in terms of appropriate personnel being available, but also in terms of time and money.

In one school-based ESL programme in Australia an attempt is being made to develop procedures for providing local support to new teachers. The aim of the project is for experienced teachers with training in curriculum development to be available within teaching centres (rather than making sporadic visits from a centralised curriculum support unit) to observe, consult, and co-teach with new teachers. Such curriculum support personnel need a range of skills. These are summarised below as they are the sorts of skills which research project supervisors or support personnel might need. Skills and knowledge include:

- a sound theoretical background;
- familiarity with a range of materials and their application to a range of learner types;
- specific time allocations for working with new teachers;
- opportunities to talk to other teachers when planning and implementing support strategies;
- the ability to create a non-threatening relationship with the new teacher;
- the ability to assess the extent of the new teacher's ESL awareness;
- the ability to draw conclusions from observation;
- the ability to make decisions about the most immediate areas of need and how to tackle them;
- the ability to perceive opportunities where 'intervention' is appropriate;
- the ability to provide constructive feedback to the newly-appointed teacher;
- the ability to reflect on the overall course with the newly-appointed teacher.

(Adapted from Solomon 1987)

A further problem comes with the completion of the research project. Key questions here are: Is the study to be documented? If so, how is the study to be written up and reported on? Who is the principal audience of the
report? Once again, teacher sensitivities need to be taken into consideration at this final point in the life of a project.

Finally, there are a number of key questions relating to the whole range and scope of teacher research. These have been well summarised by Walker and are included here as they echo and reinforce most of the points which have already been made:

1. Does one begin by immersing teachers in research projects, providing instruction in research methods only when this is requested or seems necessary, or does one begin by providing instruction in research methods followed by gradual practice in actual cases?
2. To what extent should research projects be collaborative or individual exercises?
3. Should projects focus on the peculiarities of specific situations, or be situated in relation to generalised, propositional knowledge (i.e., should the concern be with cases or samples)?
4. Should one prioritise short-term needs or long-term values?
5. How does one identify the appropriate audiences for the research?

6 Looking ahead
In recent years there has been a change of attitude in both pre- and in-service teacher education. This change in attitude has been marked by a move away from prescription, towards a view of the teacher as an autonomously functioning individual. Programmes concerned to develop autonomy and self-direction will have as their central focus the development of a critical self-awareness on the part of teachers towards their own teaching and the teaching of others. Rather than working exhaustively through a set of prescriptive edicts, or learning teaching routines based on pre-packaged methods such as Suggestopedia, Silent Way, and the Natural Approach, teachers will develop an extensive repertoire of classroom management and teaching techniques. These will be linked in principled ways to beliefs about the nature of language and the nature of learning. Teachers will learn how, when and why to utilise particular approaches, techniques etc., not by following the dictates of a method, but through the close study of the classroom itself.

In this paper, I have tried to show some of the ways in which teachers can develop a critical self-awareness towards themselves, their peers and their classrooms by adopting a research orientation to their work. I have exemplified the process in terms both of issues and research techniques which might be employed when teachers turn a critical eye upon themselves. I have also tried to spell out some of the complexities and difficulties associated with the adoption of such a research orientation.
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Appendix

Name __________________________ Week of __________________________

Class (language) _______________ Level _______________ Period _______________

This is an inventory that asks you to identify how many times you used a given teaching practice in a particular class in a given week. Please use this key in responding to the following statements relating to different aspects of grammar presentations.

0 = Never  This is something that I did not do in this particular class this week.

1 = Infrequently This is something that I did once this week in this class.

2 = Sometimes  This is something that I did two or three times this week in this class.
3 = Regularly

This is something that I did four or five times this week in this class.

In presenting a grammar teaching point for the first time I:

1. presented the teaching point both orally and with visual aids.
2. used pictures and diagrams to convey the meaning of the teaching point.
3. presented the teaching point indirectly in the context of spoken language, but did not formally teach it.
4. presented the teaching point indirectly in the context of written language, but did not formally teach it.
5. presented the teaching point indirectly in the context of spoken language and pointed it out to the students.
6. presented the teaching point indirectly in the context of written language and pointed it out to the students.
7. presented the teaching point using only the target language.
8. reviewed with the students relevant, previously-presented grammatical structures.
9. gave the students several examples of the teaching point, and guided them in discovering the grammatical rule.
10. gave the students several examples of the teaching point, before supplying them with the grammatical rule.
11. translated examples of the teaching point to be certain that the students understood.
12. assisted the students in participating in a target language conversation, then drew the teaching point from the language that the students themselves had generated.
13. spoke only in the target language, but modified the structure, vocabulary, and speed so that the students could understand easily.
14. did not focus on grammar in the teaching of language.
15. based new teaching points on previously-presented grammatical structure.
16. gave only one example of the teaching point and did it orally.
17. embedded the teaching point in a command designed to elicit a non-verbal response from the students.
18. relied on gestures and mime to convey the meaning of the teaching point.
19. drew the teaching point from dialogue that the students had memorised.
20. explained the teaching point in English.
21. conducted oral drills on the teaching point before presenting it formally.
22. wrote the grammatical rule on the board/overhead before beginning to explain it.
23. gave the students the general grammatical rule, then wrote examples of the rule on the board/overhead.
24. allowed students to look at the explanation in their textbooks while I was presenting the teaching point.
25. had the students read a grammar explanation in their texts before I presented it in class.
Ethnography: Bandaid, Bandwagon, or Contraband?

Leo van Lier

Monterey Institute of International Studies

Introduction
Much has been written in recent years about ethnography and its actual or potential uses in education. Rather than reviewing the theoretical arguments and describing the methodological options in detail I refer the reader to some of the key surveys (Cazden 1985, Erickson 1985, Hymes 1981, Watson-Gegeo 1988).1

In this paper I first want to place ethnography in the context of scientific enquiry in general and then focus on its current status in SLA research. Finally I will speculate on various ways in which the application of ethnography can be fruitful in teaching praxis, teacher development, and the language learning process. Overall, then, I aim to present a top-down dissection of ethnography, from its theoretical underpinnings to its practical uses for the classroom teacher and learner.

Ways of doing scientific research

Just the place for a Snark! I have said it twice:
That alone should encourage the crew.
Just the place for a Snark! I have said it thrice:
What I tell you three times is true.

(Lewis Carroll: The Hunting of the Snark)

It is useful to discuss choices in the way empirical research is conducted in terms of two parameters: the degree to which the researcher intervenes in the environment, and the degree to which phenomena are selected (or isolated) from the context in which they occur. The intersection of these two parameters creates four semantic spaces, as illustrated in Fig. 1, and briefly described on page 34.

### Measuring + Structured Controlling

<table>
<thead>
<tr>
<th>Measuring</th>
<th>Structured</th>
<th>Controlling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surveys</td>
<td>Experiments</td>
<td></td>
</tr>
<tr>
<td>Coding</td>
<td>Quasi-experiments</td>
<td></td>
</tr>
<tr>
<td>'Systematic' observation</td>
<td>↑ selecivity</td>
<td>intervention → +</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controlled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation</td>
</tr>
<tr>
<td>Case study</td>
</tr>
<tr>
<td>Protocols</td>
</tr>
<tr>
<td>Stories</td>
</tr>
<tr>
<td>Diaries</td>
</tr>
<tr>
<td>Watching</td>
</tr>
</tbody>
</table>

*Fig. 1* Types of research. From van Lier 1988: 57.

### I Measuring

One selects certain features, operationally defines them, and quantifies their occurrence, in order to establish a relationship between features, or between features and other things, such as educational outcomes.

### II Controlling

One controls significant variables in the environment in order to study selected features in that environment. If features cannot be directly controlled, they can be statistically neutralised by means of randomisation. Once all variables are under control, or are randomised, true experiments can be conducted. A lesser degree of control, partly compensated for by means of statistical tests, leads to various kinds of compromise designs, commonly referred to as quasi-experimental studies.

### III Watching

One observes and documents whatever happens in an environment without interfering with that environment. One may progressively focus on selected features in the environment, and thus move from III to I. Quantification may be used, but it is seen as no more than one tool among many, and not inherently superior to any other way of analysing data.

### IV Asking/doing

One investigates certain problem areas by probing, trying out minor changes, asking for participants’ views and concerns, and so on. After a while it may be possible to pinpoint the problem so precisely that a
controlled environment can be created in order to conduct an experiment, thus moving from IV to II. On the other hand, increased understanding through interpretation can also make experimentation unnecessary.

Clearly, most research does not fall neatly into one of the four boxes created here. Rather, the researcher combines different features according to a particular research design or just in response to problems and possibilities, constraints and resources, since research is in practice 'messy' rather than 'neat'. However, researchers tend to have certain preferences which are in part based on assumptions of value, quality and truth. For example, one of the most prominent assumptions among researchers is that the ultimate aim of research is to find laws of cause and effect (so-called 'natural laws'). In this view, truth (that which has been proven without doubt to accord with facts) is causal truth, and the value of a particular research effort increases as it comes closer to establishing causal relationships. The quality of research is measured in terms of adherence to methods which promote the search for causal truth. Thus, a range of assumptions which are tacitly accepted by a vast majority of producers and consumers of research, is based on a particular definition of truth as that which expresses a causal law.

We must not forget another assumption inherent in the above classification, namely that research must essentially be empirical. This view does not take into account the potential fruitfulness of more speculative forms of enquiry, such as the hypothetico-deductive method of research. In particular, scientists are increasingly aware that in scientific discovery interpretation and experimentation go hand in hand. Painstaking empirical studies are most fruitful and cumulative when they are steered by theoretical positions which suggest that a certain direction is a useful one. In that sense, therefore, theory, which is always in part speculative and intuitive, guides both interpretive and normative enquiry.

In order to understand the discussions between ethnographers and cause/effect researchers, it is necessary to explore the notions of truth and understanding, cause and effect, however philosophical and abstract these notions may seem. Failing to do so places all arguments on a superficial and trivial plane. In the next section, therefore, I will look at the notion of research quality in terms of the basic ideas of truth and

---

2 The concept of quality as a superordinate concept is crucial. It encompasses both reliability and validity. However, since these latter terms are associated with experimental and statistical norms, I prefer to use the terms adequacy (of argumentation and evidence) and value (within a theory, ie internal, and to human affairs in general, ie external), as shown in the diagram below (see Ravetz 1971).

```
  quality
     /   \
    /     \
  adequacy  value
     / \
    /   \
argument  evidence  internal  external
```
understanding. I do not presume to have any superior knowledge of these matters, but I do stress that it is essential that we think about them and discuss them intensely.

**Truth and causality**

We feel that even when all possible scientific questions have been answered, the problems of life remain completely untouched. (Wittgenstein 1961: 73)

Much of classroom research is based on a belief that everything that happens has a cause. One of the things that happens in the world is that people learn second languages. The belief in causes asserts that this event-series, whenever it occurs, is caused by a set of conditions. If we can find out what these conditions are, then we can place people who want to or need to learn second languages in these conditions, and the desired result will occur.

The belief that everything that happens has a cause is known as the Causal Principle. To paraphrase Hopsers (1967: 308), the Causal Principle states that for every event in the universe there is a set of conditions such that if the conditions, C, are all fulfilled, the event, E, invariably occurs (or, in a weaker version, E ‘will probably occur’).

But what if the Causal Principle is false? Or if L2 development is only partly caused by antecedent conditions? In these cases, very clearly, research based on causal models of science is certainly incomplete and possibly misguided. We will need to look for other ways of studying L2 learning, ways which are not based on a piecemeal sifting through all the conditions which may be relevant, but which simply try to understand the circumstances in which complex processes take place.

Supporters of the Causal Principle will object that there is no reason to believe that L2 learning does not fall under the domain of causal events, and that in fact we cannot know this until we have proved it. This is true, but of course the same reasoning would require that the causality of events can also be disproved, and this can never be done. If we find causes, then indeed the Causal Principle is proved. However, if we don’t find causes, the Principle is not disproved. We may say, for example, that there are causes but that we haven’t been able to find them yet. Or we may say that the causal conditions are so complex that it will take a very long time to find them. So, although the principle of causality must be confirmed by empirical evidence, there is no empirical evidence which requires us to abandon it (thus, causal studies fail the ‘falsifiability requirement’ of Popper, see eg Phillips 1987).

If it is assumed a priori that L2 learning is caused by certain sufficient conditions, the researcher’s job is to circumscribe those conditions so that, whenever they obtain, the occurrence of L2 learning can be accurately predicted. This is an extremely complex task at best, but it may also be an imperfect and insufficient route to knowledge and understanding. This
can be illustrated by taking a very straightforward and simple class of events: trees blowing down. It is clear that not every time the wind blows against a tree, that tree will fall down. When we study the phenomenon, we must add qualifications and amendments which are endless: the wind must blow hard enough, the tree must be fragile enough, the roots must grip the soil insufficiently, the soil must be loose enough, etc. In addition, we must take into account the position of the tree among buildings, other trees, and so on. It would probably be impossible to lay down all the conditions which would ensure a guaranteed tree-falling-down event. So, even if we are able to say: 'The wind caused that tree to fall down', we are still not able to specify exactly what it will take for another tree, say the orange tree in the back yard, to fall down.

It is obvious that L2 learning is an event which is vastly more complex than a tree blowing down. It is therefore hard to see how a listing of conditions and a demonstration of their causal relevance to L2 learning can ever add up to an accumulation of understanding about L2 learning which is sufficiently predictive. And if L2 learning is not straightforwardly causal (in a linear sense), the search for causal truth will be even less profitable.

But there are other possibilities for researching an understanding of L2 learning, which do not depend exclusively on establishing cause-effect relationships.

For example, Benn and Peters (1965: 29) point out that we need to know the rules of chess in order to understand the point of a chessplayer's move. They go on to argue that human actions are not due to causes but to reasons. Causes are antecedent conditions, but reasons require rules, norms, and standards. The attempt to find causes for human actions will necessarily leave us forever unsatisfied because 'we should be looking not in the realm of causes but in the realm of reasons' (Hospers 1967: 342). Human knowledge (and why not include second language development?) is, in the words of Kant 'a compound of that which we receive through impressions, and that which the faculty of cognition supplies from itself' (1934: 25).

Further, Bateson (1979) suggests that learning is a stochastic process. He describes a stochastic process as one in which a random series of events interacts with a selective process. The notion of randomness in biological processes is also described in convincing terms in Lorenz 1987.³

Lastly, the notion of linear (unidirectional) causality (i.e., the causation of an event by an antecedent event), has been challenged repeatedly, e.g., by Bertrand Russell in 1921 and, more recently, by Bandura in his

³ Whether or not randomness actually exists in the universe is an issue of debate among theoretical physicists. However, whether or not randomness exists among particles or in space, may not matter when discussing life forms. Indeed, it is quite possible that one of the defining differences between life and non-life is that, in the former, randomness occurs. To assume that the same laws that apply to inorganic matter must also apply to organisms is undoubtedly reductionist.
proposal of reciprocal determinism (1978) and Lincoln and Guba's (1985) notion of mutual shaping.4

If it is true that significant doubt can be cast upon the notion that L2 learning is caused directly by certain conditions, then the axiomatic primacy of the causal paradigm of scientific explanation is brought into question. Its explanatory power will be further diminished if the contention is true that causes, if shown to exist, add nothing but relatively trivial information to our quest for an understanding of language learning. Most of our efforts at doing experiments or quasi-experiments, with all the attempted controls of variables and randomisations of treatment, may be doomed to failure (especially given the complexity of language learning processes).5

As a result, it is arguable that statistical measurement, resting as it does on laborious efforts of inching towards a notion of causality or, as a way stage, a demonstrated or probable association between two variables, may be no more than an elaborate hoax played on us by our own deterministic minds.

There is no time here to discuss the issue of cause versus reason, or the parallel debate of determinism versus free will (Lehrer 1965; Minsky 1985; Russell 1921). I will just simply argue that a simple causal view is inappropriate in classroom research for one very uncontroversial reason, namely, that teaching does not cause learning. Many times learning takes place without teaching, and, perhaps equally often, the teaching event is not followed by a learning event. Many years ago, von Humboldt stated that teaching language was not possible, one could only create the conditions for learning to be possible. Lest the attentive reader reply that 'teaching is no more than creating the conditions that cause learning', von Humboldt's conditions are clearly enabling, not determining conditions. In the final analysis, I suppose, even the most ideal external conditions might fail if the learner-internal conditions (including the will to learn) were not propitious.

Current practices in L2 classroom research

We turn to using quantities when we can't compare the qualities of things. (Minsky 1985: 284)

The predominant view of scientific progress in L2 classroom research, as in other domains, is that understanding is only achieved when the causes

---

4 In 1963, Konrad Lorenz wrote the following:

'In an organism ... there are, so to speak, no single and straight causal chains, but an all but inextricable network of causal relationships in which, to make matters worse, the effect usually exerts an influence backwards on its cause.' (p. 11)

5 Of course, experimentation may be of immense practical utility when a straightforward link between two phenomena can be established, such as e.g. between smoking and cancer. It is very doubtful that such simple 'necessary connections' can be conceived to exist in learning, unless we revert to an extreme form of behaviourism.
of effects are known. Thus, in an important paper Long (1984) states matter-of-factly that 'a causal relationship must be established between program X and ESL development' (p. 410). On one particular aspect of the classroom, Chaudron (1986: 713) says that 'questioning would not be of great interest unless we believed that it contributed in a causal, quantitatively verifiable way to L2 production and development.'

Within the parameters of a causal view of teaching and learning, researchers have examined a number of conditions in order to gauge their effect on L2 development. Long (1985) studied input modifications by comparing comprehension on two lectureettes, one of which was especially adapted for ESL learners. Pica, Young and Doughty (1987) compared the amount of comprehensible input available in tasks with or without the possibility of interacting. Brock (1986) looked at the effect of display and referential questions on learner responses. The particular findings are irrelevant here, but what all these studies have in common is that one or a small set of classroom actions is selected in accordance with some theoretical or methodological assumption of relevance, and an attempt is made, largely through quantification, to measure the effect of this condition on L2 learning.

Features selected for attention include referential and display questions, wait time, various kinds of negotiation moves (requests for clarification, repetitions, confirmation checks, etc), self-repair and other-repair, features of simplified discourse, etc. The reasons for the selection of these features vary enormously. Some are hunches or ideas, while others are derived from certain theoretical or methodological positions (eg, the assumption that negotiation of information promotes comprehensible input — and hence second language acquisition — and that certain behaviours, such as requesting clarification, are instances of negotiation). Once these features are selected, they are either manipulated (ie, controlled, eg, by training some teachers to produce many of them) and then counted, or they are just counted. The quantified features are then compared to some product measure, eg language output, comprehension on a task, etc. If a statistical relationship can be established between a feature and a measure, this indicates that differences in the product are (partly) 'accounted for' by differences in the process.

Authors of causally oriented studies frequently conclude their discussions using strong terms from normative science ('show', 'demonstrate', 'find', 'establish', — but always just short of 'prove', of course) mixed with extremely hedged statements ('appears to contribute', 'some aspects of performance', 'may be due to') and this results in a perplexing blend of boldness and modesty. By contrast, in a very thought-provoking paper, Long (1985: 388) gives us perhaps the boldest statement in the entire literature, when he claims 'the existence of an indirect causal relationship between linguistic and conversational adjustments and SLA'. The relationship is 'indirect' because, if it is shown (as Long did), that the adjustments promote comprehension, and if it is shown
(actually, it is assumed) that comprehensible input promotes acquisition, then it follows that the adjustments promote acquisition. Several objections can be raised against such argumentation, one of them being that ‘promoting’ something is not equivalent to ‘causing’ something.

The process-product orientation exemplified in the above-mentioned studies appears to be dominant (especially in the USA), but it is of course not the only way to do research, nor is it the only way to do process-product research.⁶

Case study (Ellis 1984, Felix 1981), descriptive research (van Lier 1988), process research (Mitchell 1985), action research (Nixon 1981), ethnography (Watson-Gegeo 1988) and classroom discourse analysis (Sinclair and Coulthard 1975) are all different ways of studying classroom realities, and need not be concerned with the establishment of correlations or statistical significance. Rather, these varied approaches have focused on finding out what it is that teachers and learners actually do, and on creating plausible bases for well-founded judgments regarding the quality of what is done. As a next step, several researchers have begun to look at ways in which improvements in the things that are done can be achieved. Note that, in order to do these things, it is not necessary to take a causal view of actions in a classroom. It is sufficient to say that the people involved can make an effort to create optimum conditions so that learners can get on with the business of learning in the best way that they see fit, and can help each other in the process. This approach to research can be called interpretive, in opposition to causally oriented research (with its preferences for controlling and selecting variables) which is often referred to as normative. The remainder of this paper will be devoted to a description of ethnography as a principled way of doing interpretive research.

The principles of ethnography

They sought it with thimbles, they sought it with care;
They pursued it with forks and hope;
They threatened its life with a railway-share;
They charmed it with smiles and soap.

(Lewis Carroll: The Hunting of the Snark)

Much more has been written about what ethnographers do than about what ethnography is. As regards the latter question, a dictionary definition will suffice: ‘ethnography is the description of the races of

⁶ In Long’s recommendations for process-product research (1984), the process-end of the research is conducted through ethnographic study (eg, participant observation, or at least the gathering of contextualised data). In practice, at least thus far, the process-end cuts significant corners by simply coding and counting the features that are considered to be relevant. This etic approach makes process-product research incompatible with ethnography and actually trivialises Long’s very useful recommendations.
mankind' (Longman Modern English Dictionary). As regards the former question, the emphasis on the activities of ethnographers (in this sense, anthropologists doing descriptive field work) should be no surprise, given that they traditionally engage in a wide variety of rather unpredictable work. The classic anecdote is the one attributed to Kroeber who, upon being asked what to do by a prospective field worker, took the fattest tome off his shelf and said: 'Go forth and do likewise' (see Hammersley and Atkinson 1983: 27). Traditionally, ethnography has been a craft that was learned on the job. Malinowski (1967) and Bateson (1958), among others, provide insightful descriptions of the insecurities and frustrations of the job and emphasise that, during their first attempts at field work, their failures were perhaps as significant as their successes. Serendipity and hindsight tend to play a large part initially, but the craft is perfected by doing, and a period of apprenticed experience is one of the most important assets an ethnographer can have.

This heuristic quality of ethnography makes it an inherently insecure pursuit, since there are no firm external rules and guidelines for proper scientific conduct. The worker in the field is essentially alone, and inevitably learns as much from opportunities missed, false leads too strenuously pursued, and insights by-passed in inexplicable ways, as from routine description and categorisation.

Gradually, ethnography has expanded its sphere of application from field work among unknown ethnic groups to the investigation of groups of people (however identified) in industrialised countries and urban settings, and from there has moved beyond urban anthropology into the social sciences, and finally into education, where at times the classroom is treated as an identifiable group with its own cultural characteristics. This expansion of the scope of ethnography has resulted in its adoption as a method of doing research by educational and linguistic researchers with no formal anthropological training or extensive experience of field work in exotic settings. This development gives rise to the two main criticisms that can justifiably be levelled against ethnography in education:

(i) ethnography, not being an established scientific discipline with clearly defined parameters of scientific conduct, lacks the rigour required in terms of reliability and validity to be a valid alternative to standard research designs which emphasises statistical tests of significance and strict requirements of control of variables;

(ii) ethnography is being conducted in an irresponsible fashion by people who are not suitably trained in it, and thus becomes a euphemism for anecdotal reports of subjective observational activities (Rist 1980). The only qualification required to be an ethnographer appears to be a dislike for statistical methods.

These criticisms need to be addressed in a fundamental way if we seek to define the potential role and value of ethnography in second language
education. If we fail to address them we may contribute to an unnecessary polarisation of research interests and a consequent trivialisation of the problems that face the profession of language education, and education in general.

The charge of lack of scientific rigour in ethnography can be refuted if we consider that one research method cannot discredit another research method simply because the latter does not adhere to the rules of conduct of the former. The blacksmith cannot criticise the carpenter for not heating the piece of wood over a fire. However, the carpenter must demonstrate a principled control over the materials used. In the case of ethnography, we need to establish the principles of conduct an ethnographer must adhere to in an uncompromising fashion. These principles must then be related to the goals of the task at hand.

It is clear that ethnography entered educational research because of widespread dissatisfaction with predominant measurement-oriented research modelled on the exact sciences. What, then, does ethnography have to offer that exact science cannot deliver? To answer this question we will discuss the two basic principles that are generally agreed to underly ethnographic enquiry:

(i) an *emic* viewpoint
(ii) a *holistic* treatment of cultural facts or, in other words, a concern with context.

Both these principles can be seen to be a result of the ethnographer's refusal to control the environment or to isolate features for specific scrutiny and quantification on the basis of pre-established criteria or vested interests. However, as an observer the ethnographer is of necessity selective in his/her observations, intrusive by virtue of his/her presence, and predisposed to interpret happenings in a certain way by virtue of training, beliefs, assumptions and theoretical persuasions. These are irksome hindrances in the ethnographer's desire to do interpretive science, and much of the methodological literature (see eg Garfinkel's arguments for ethnomethodology, 1967) addresses proposals to overcome them. Let me briefly discuss the two basic principles of ethnography and show how an adherence to them will influence research on second language classrooms.

*The emic principle*

The term *emic* stands in contrast to the term *etic*. Both terms are from Pike (1964), and are clippings from the words phonemic and phonetic. *Phonemic* is an adjective pertaining to the sound system, the rules of sounds and their combinations, of one particular language. For instance, *l* and *r* are different phonemes in English (compare the words *lot* and *rot*) but not in Japanese, where they are *allophones* of one another and do not change meaning. These are phonemic observations. Phonetically, however, we can describe *l* and *r* in terms of articulation, voicing, retroflexity, or laterality, regardless of how these sounds happen to be
used in any particular language. The notions retroflex, lateral, voiced, and so on, are describable without focusing on any particular language.

The etic is therefore that which describes or generalises without regard to any particular context. Etic descriptors are tools for investigators. Often they are classificatory grids, technical descriptions, etc. Examples include, in addition to the International Phonetic Alphabet, ways of charting kinship terminology, basic parts-of-speech distinctions, universals of grammar and pragmatics, and so on.

Emic characteristics, on the other hand, refer to the rules, concepts, beliefs and meanings of the people themselves, functioning within their own group.

It would appear, superficially speaking, that the emic and the etic are conflicting tendencies in ethnographic work, and to some extent this is true. For instance, a classroom researcher who employs an etic checklist such as Flanders’s FIAC schedule, will find it hard to reconcile this with the participants’ own views of what happens in the lesson (see Delamont 1976).

On the other hand, etic and emic considerations can also be complementary, especially when etic stands for tools and skills, and for whatever it is that is hypothesised as being universal (the phonetic specification of speech sounds, certain syntactic and morphological processes, features of politeness (Brown and Levinson 1978), and so on). Working with both emic and etic categories, the ethnographer continually walks a fine line between naive observation and externally imposed interpretation. However, this is perfectly acceptable, so long as the researcher remains aware of and committed to the requirement to analyse all observations and scrutinise all interpretations and inferences rigorously. In order to resolve emic–etic conflicts, it is necessary to adhere to the second basic principle of ethnography: the holistic principle.

The holistic principle
Very often when we look at something that is happening (anything, anywhere), this event only makes sense when we see it in connection to its surroundings. Let us say that we see someone standing on a street corner, screaming and shouting and waving his fists in the air. At first it might appear to us that another poor deranged person is venting his frustration at all and everything. However, if we see a car all smashed up by the side of the road, and another damaged car just speeding off round the corner, then we suspect that there may have been a hit-and-run accident. Acts of screaming and shouting can therefore be understood only if we know the context of their occurrence. We have to bear this in mind if we want to compare big cities, say, London and New York, in terms of the screaming and shouting that goes on in them. Counting all the screams and shouts on an average day, and finding that there are half a million of them in New York, and only a quarter of a million in London, does not get us very far in understanding the two cities, and judging them according to frustration level, number of deranged pedestrians, and
so on. Indeed, basing ourselves merely on quantity of screams and shouts, we may well draw very erroneous conclusions. It may for example turn out that fifteen per cent of the screams and shouts in New York are aimed at attracting the attention of taxi drivers, and another fifteen per cent just hailing acquaintances across the street. At which point do vocal emissions become screams and shouts? When do they signal frustration? Does acoustic amplitude co-vary with strength of emotion? And so on, and so forth.

It is unfortunately the case that most of the so-called process-product research in second-language classrooms referred to above is rather similar to the scream-and-shout counting just mentioned. The focus in such studies is more on correctly identifying a certain class of behaviours (say, repetitions), and obtaining a high inter-coder reliability, than on examining the behaviours in their context in order to find out what they mean, why they occur when they occur, and the range of functions they may fulfil. This leads to much counting for the sake of counting, and the researcher comes to be in danger of resembling that famous character from Sesame Street, Count Dracula, who spends his entire life compulsively counting everything in sight.

A unitary view of ethnographic research

Scientists in all walks of life need to conform to certain standards by which the peer group evaluates them. This is no different in ethnographic research. I have earlier pointed out that one of the problems of an ethnographic approach to classroom research is that this research often has to be done by people with no formal training in ethnography. People inclined to do ethnography may therefore have no clear idea as to what would count as 'good' or 'bad' ethnography. Although this problem also exists in normative types of research, workers in the latter tradition have the advantage that most graduate degree programmes have substantial components of quantitative research design and statistics training, whereas training in ethnography is rarely available.7

Moreover, it appears that ethnography is a craft learned by doing and by example, so that it is difficult to become a skilled ethnographer just by taking courses in it.

There is thus a danger that we will see a significant amount of bad ethnography before classroom researchers reach a consensus about how to judge the quality of an ethnographic study. This would not matter a great deal (if we assume that even bad ethnography helps to establish guidelines for proper scientific conduct) were it not that funding agencies, journals, employers, and so on, tend to emphasise cost-effectiveness rather than exploration for the sake of scientific advancement, and it

---

7 There are exceptions to this, of course. There are several universities which offer excellent cross-disciplinary courses preparing students for doing educational ethnography (see, eg, Levine et al. 1980). Eventually, such expertise will become more available to L2 classroom research than it is at present.
would thus be very easy for ethnography to become discredited and to fall into disrepute.  

It is therefore important for the language teaching profession, not just for proponents of interpretive research, but equally for normative researchers (who need a counterbalance to their proposed findings), to make an effort to put ethnography on the map. To do this, several different things need to be borne in mind.

1. First, every study needs to be scrutinised for its adherence to the *emic and holistic principles* outlined above.

2. Secondly, the notion of *context* needs to be examined in great detail, and the role of context in interpretation must be made explicit. It must be remembered that the context is potentially as wide as the whole world: a line must be drawn somewhere. Whether context is seen as primarily the context of interaction (micro-context) or the context of the classroom in society (macro-context), clear indications must be given as to the *relevance* of using contextual features. There can of course be too much, as well as too little, examination of context. Occam's razor, or the law of parsimony, applies here as it does elsewhere.

3. Thirdly, ethnographic research must be *open*, that is, it must examine and report its own processes of inferencing and reasoning, so that its procedures can be profitably discussed. The opposite of this requirement of openness or transparency would be the opacity which characterises some normative research, where it may for example be unclear why certain — but not other — statistical tests were applied, variables controlled, hypotheses formulated, and so on.

4. Fourthly, analysis must be either *broad* (longitudinal) or *deep* (micro-ethnographic). Critics of unsatisfactory ethnography (eg Rist 1980) often complain of a tendency to do 'Blitzkrieg ethnography', quick in-and-out raids on classrooms or schools, in order to get some data, and write a paper or thesis. This criticism is no doubt very valid. However, we must not make the mistake of assuming that all ethnographic work must be longitudinal. Much painstaking analysis of minute pieces of data is also required (see van Lier 1988, Erickson 1981, Sacks 1972, for examples of micro-ethnography or conversation analysis), so that length of time spent in a research site alone does not determine quality. Ethnography requires intensive immersion in the data, whether this is the daily language use of an entire culture, or one small story told by a child.

One thing is relatively clear. It is very difficult to conduct a responsible ethnographic study in the limited timespan usually allowed in the cycle of

---

8 Lewin's action research, first proposed in the 40s, is a case of a very useful research tool which never became popular at the time due to the enormous prestige of psychometric methods; now it is enjoying a very belated comeback (see Sanford 1981, van Lier and Bailey 1989).

9 For a principled and well-argued approach to examining data in context, see Mehan 1979. Erickson and Shultz 1981 is also very insightful. The first study seriously tackling the concept of context in SLA is Selinker and Douglas 1985.
Fig. 2  Cycles of research
conference presentations: a brief treatment period, a testing session, a
twenty-page write-up, all probably wrapped up in about three to six
months from start to finish. Ethnography is not conducted that quickly. If
it needs to be fitted into the conference cycle, we will get a great many
'preliminary ethnographies' which lack depth and probably do not
deserve to be called ethnographic research. A good ethnographer will
never claim to have found sufficient or even adequate clues to knowledge
about the people studied. Every insight generates further questions, and
every question suggests further avenues for exploration.

Ethnography is thus a cyclical enterprise. While it is clearly data-based
and data-oriented (ie, empirical), it also draws on and fuels theories and
speculative assumptions. The diagram above shows how the cycle of
activities in ethnography can be conceptualised. It is important to realise
that we do not start in any particular place (eg, at the data-end); rather,
we are already in the cycle, as members of society, we merely sharpen our
vision as we continue to progress.

Applications of ethnography in second language classrooms

    I said it in Hebrew – I said it in Dutch –
    I said it in German and Greek:
    But I wholly forgot (and it vexes me much)
    That English is what you speak!
      Lewis Carroll: The Hunting of the Snark

Given the current popularity of educational ethnography, it is surprising
how little ethnographic work has been conducted in L2 classrooms. We
know very little of what we really mean by 'instructed L2 situations', or
'classroom interaction'. Only very recently the L2 profession has begun to
examine the general educational tradition in ethnography, and to take
tentative steps towards applying some of the insights and experience
gained there to the language classroom. This in spite of a veritable chorus
of calls for more information about the context of language learning, and
the nature of interlingual interaction, from almost all researchers. Quite
obviously, the profession has a number of things to learn. We do not seem
to be comfortable sailing between the Scylla and Charybdis of the
following extreme positions regarding ethnography:

(a) anyone can do it, all you have to do is watch and see what you can
    see;
(b) you need to be at least as well trained in ethnography as
    normative researchers are in statistics and research design,
    otherwise they will just ridicule your efforts.

Basically, this is a credentialling problem: who decides that a
researcher can call him/herself an ethnographer, or that a piece of work
can be called ethnographic? I believe that the profession as a whole has
not decided what the appropriate criteria might be, in the way that at
least a reasonable consensus exists for the judging of normative work. It is my hope that the four requirements described above will help in building such a consensus.

We can also learn from the pioneering work of some second language researchers to search for fruitful directions in second language classroom research (for more detailed discussions, see Mitchell 1985, van Lier 1988). One of the earliest exploratory studies in second-language classroom interaction was conducted by Dick Allwright (1980), who used a recorded and transcribed second-language lesson to describe patterns of participation, in the process developing useful insights into the turn-taking system. Particularly innovative, and characteristic of an ethnographic (emic) approach was his decision not to distinguish a priori between teacher and student roles, but rather to allow patterns of control and initiative to emerge from the data. This stands in contrast to the approach of eg Sinclair and Brazil (1982), and McHoul (1978), who assume characteristic teacher and pupil roles as givens, and thus illustrate an etic-before-emic approach. Allwright also demonstrates the fruitfulness of justifying inferences in terms of their 'plausibility', an approach recommended by Erickson (1985), and also visible in Kumaravadivelu’s (1988) study of ‘learning opportunities’ based on a micro-ethnographic analysis of video-taped classroom data.

In addition to micro-ethnographic analysis of transcribed data, the use of diaries as data can be very fruitful. In second-language settings diary studies have been conducted by eg Schumann and Schumann (1977), Bailey (1983; see also Bailey and Ochsner 1983) and Schmidt and Frota (1986). Such studies are particularly useful for the description of individual cognitive and affective factors accompanying the learning process. Expanding somewhat, the use of techniques to elicit introspective and retrospective data is rapidly becoming a field of substantial interest, after early pioneering work of Hosenfeld (1979), Cavalcanti (1982) and Mann (1982; see also a recent collection edited by Faerch and Kasper 1987).

Another way to approach ethnographic study is through an examination of the basic underlying concepts. Thus, Selinker and Douglas (1985) attempted to find out what we mean by the notion of ‘context’, by examining in detail tutoring sessions which differed in topic and participants’ background knowledge.

These are useful and promising beginnings. However, work approaching the sophistication of some of the best work in general education, such as Mehan (1979), Hymes et al. (1981), Heath (1983), and studies reported in Trueba et al. (1981) and Trueba (1987) still needs to be done in SLA (see van Lier (1988) for an exploration of the parameters of ethnographic work in L2 classrooms).

A look into the future
Is ethnography only exploratory? Or is it also theory building and theory
testing? In the former case, ethnography serves as preparatory ground-clearing for causal research, in the latter case its methods carry ethnography all the way to a full understanding of social issues. There are those who take one or the other position (see Hammersley and Atkinson 1982 for a detailed discussion). It is in the interest of our profession to pursue both options, and at all times to maintain a conversation between normative and interpretive kinds of research, without assuming that differences are trivial. They are not, but in studying the differences a greater depth of understanding may be reached.

There are a number of practical areas of concern in which the use of ethnographic methods in research can be of assistance. For example, the role of evaluation in a learner/learning-centred curriculum (as advocated eg in Candlin 1987) can be fruitfully explored through a longitudinal programme of ethnographic monitoring (see Hymes 1981).

A related area is programme evaluation. Beretta, studying the effect of the Bangalore Project (see Prabhu 1987), illustrated an unusual aspect of ethnographic procedures: the use of historical data or documents, complemented with interviews. From this analysis, the notion of 'ownership' has emerged as a powerful determining factor in the teachers' application of Dr Prabhu's principles.

The curriculum itself can also profit from ethnographic research. Watson-Gegeo, by comparing learning in school to learning in the community, proposed innovative changes in the curriculum in order to make school culturally compatible with society (see the Kamehameha project, and the use of similar procedures in the Solomon Islands; Watson-Gegeo, 1988). In a similar way, Heath (1983) suggests ways of curriculum renewal through a detailed comparison of questioning at home and in school.

A crucial way in which ethnography differs from normative research is that, if it is done right, it actively encourages the participation of teachers and learners. Currently there is much discussion about action research, the empowerment of teachers, teachers 'helping themselves' to research, and related sentiments. At the same time many researchers emphasise the need for case studies (Yin 1984), which involve longer-term collection of data and much detail of description (see eg Schmidt and Frota 1986), and which allow for a finer-grained examination of context than is possible in the process-product research. In a practical sense, ethnographic research can help solve immediate problems, such as those inherent in the employment of foreign teaching assistants (FTAs) in tertiary education. For example, Bailey (1985) uses extensive data collection and analysis to provide a useful categorisation of types of teaching which can be helpful in in-service training. Also in the context of FTAs' classroom work, Rounds (1987) examines the functions and uses of silence in mathematics lectures.

Finally, several curriculum theorists advocate using ethnography as part of a task-based curriculum, that is, designing tasks which encourage
learners to use the methods of ethnography to discover significant aspects of target language use (Heath 1986).

It is important to pursue controlled studies of the process-product type. However, it is also essential that, if only in order to safeguard against the potential triviality and misinterpretation that accompanies all piecemeal empiricism, ethnographic studies are conducted which examine all actions and interactions in classrooms within their context, both wide and narrow. Only in this way can research on classroom language learning move forward: each research type, normative and interpretive, serves as a safeguard against misinterpretations and false directions in the other. Rather than saying that the two types of research are combinable (and perhaps implying that the differences are minor), therefore, we regard them as alternative ways of knowing, both of which are necessary to arrive at a better understanding of the reality of the language classroom. This is the sense in which Smith and Heshusius (1986) speak of a ‘conversation’ between the two approaches to science, a conversation which we must make the effort to preserve, but which is ‘closed down’ if it is assumed that the differences between them are minimal.

It is possible that interpretive and normative research programmes will sometimes provide the same sorts of findings. It is more likely, however, that they will yield different kinds of information, information that may either be compatible, or contradictory. Whichever way things turn out, a diversity of research programmes is essential to promote an enrichment of theoretical and professional knowledge.
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Introduction
In this article I shall describe and evaluate two approaches for investigating the relationship between instruction and second language (L2) learning. One approach — the linguistic or psycholinguistic — takes as its starting point either a theory of language or a theory of L2 acquisition and seeks to test hypotheses based on the theory using data obtained from L2 learners. An example of a linguistic theory which is currently attracting the attention of researchers who follow this approach is Chomsky’s Government and Binding Theory (Chomsky, 1981). An example of a psycholinguistic theory which has attracted considerable attention in the 1980s is Krashen’s Monitor Model (Krashen, 1981). Researchers who follow this approach may or may not be concerned with improving pedagogic practice. The main aim of some researchers is theory construction. The classroom merely serves as a convenient setting in which to carry out empirical work. Other researchers in this tradition, however, are motivated by a desire to increase instructional efficiency, believing that progress is best assured if it is research-led and if the research is based on a strong theory (Long, 1985).

The second approach is educational or pedagogic (Ellis, 1988a). In this case the research question derives from some educational principle (for example, ‘Does discovery learning lead to deeper and better-remembered understanding?’) or from some pedagogical technique (for example, ‘Does controlled practice promote acquisition?’). The aim of this research is to subject the principle or technique to critical scrutiny in order to (1) identify the assumptions that underlie it and (2) evaluate these assumptions in the light of what is currently known about language learning. Educational/pedagogical research of this kind can be both rationalist in nature (as in the work of Widdowson, 1978; 1984) or it can be empirical (as in Seliger, 1977, or Day, 1984). Often enough it is a mixture of the two, as in much of my own work (Ellis, 1984) or Allwright’s (1980; 1984).

In this paper I shall limit myself to a discussion of the empirical research based on these two approaches. My aim is to sketch out the kinds of issues investigated in both ‘schools’, to examine the procedures
which have been used and to discuss some of the problems that have arisen. It is not my intention, however, to argue that one approach is better than the other. Both provide the teaching profession with useful information which is of value when considering the content and methodology of language pedagogy. However, I shall argue that, irrespective of the research approach, the results obtained do not constitute ‘facts’ to be incorporated into pedagogy but rather provide ‘insights’ which can help to illuminate pedagogy. In other words, the research constitutes only one source of information which can guide pedagogy. It needs to be considered in conjunction with teachers’ ongoing experience of what works and what does not work. It should contribute to, but never direct, decision-making.

Problems of definition
The aim of both approaches is to investigate in what ways and to what extent instruction contributes to L2 learning. There are, however, problems with defining both the independent and dependent variables for research purposes. I shall begin, therefore, by examining some of these problems.

Instruction can be defined in two ways, reflecting the two approaches. (1) Long (1988) has proposed that instruction be defined in terms of ‘psycholinguistically relevant design features’. (2) Ellis (1988a) has suggested that an educational approach views instruction in terms of methods or specific instructional procedures.

By ‘psycholinguistically relevant design features’, Long means those characteristics of classroom environments that can be distinguished in accordance with a strong theory of L2 acquisition. One important distinction, which Long identifies, is that between a focus on form and a focus on meaning. The central research question derived from this distinction concerns which mode of instruction works most efficiently, there being three possibilities:

1. An exclusive focus on form;
2. An exclusive focus on meaning;
3. A combination of a focus on form and meaning.

There are a number of problems with such a distinction.

First, it is not clear to what unit of instruction the form vs meaning distinction is to be applied. It is tempting to distinguish the two types of instruction at the level of ‘lesson’, ie by labelling some lessons ‘form-focused’ and others ‘meaning-focused’. This may be possible in the case of lesson-planning, but when it comes to the interactions through which any single lesson is enacted, it is almost certain that the lesson will be comprised of both form and meaning-focused classroom behaviours. At the level of implementation, then, lessons will differ not absolutely but only in the degree to which they lean towards one or the other design feature. Lesson transcripts show that a teacher typically moves to and
from a focus on form or meaning, irrespective of what the overall aim of the lesson is. Ideally, then, the distinction should be applied to some smaller unit than that of 'lesson' — perhaps 'exchange' or 'sequence' — and instructional treatments be differentiated in terms of the frequency with which exchanges directed at form or meaning occur, as Chaudron (1988) suggests, in terms of the amount of time devoted to each.

Second, it is not clear whose perspective the researcher is supposed to take — the teacher's or the learners'. McTear (1975) observed that there is often a conflict in perspective. For example, a question which a teacher asks in order to elicit a specific linguistic feature (= a focus on form) may be treated by a learner as a request for real information (= a focus on meaning). It is the learner's perspective that is crucial if the intention is to examine the effect of the design feature on acquisition, yet it is rare that classroom researchers ascertain what is the actual focus of the learners' attention.

Third, related to the point above, viewing instruction as a focus on form as opposed to focus on meaning ignores the fact that the same instruction can often mean different things to individual learners in the classroom (Cohen and Aphek, 1981). Thus, it is possible that at any one moment in a lesson one learner will be focused on form (in accordance with or despite the intention of the teacher) while another will be focused on meaning.

Problems such as these testify to the difficulty of operationalising the construct of 'instruction' in terms of 'design features' such as those proposed by Long. However, such problems are not insuperable, although they do call for a degree of flexibility in research design and methodology that is sometimes lacking (see discussion below).

Instruction viewed as 'method' is even more problematic. Early comparative method studies (eg Scherer and Wertheimer, 1964; Smith, 1970) failed to show that different methods resulted in differing levels of achievement. More recent studies (eg Harley, Allen, Cummins and Swain, 1987) have also been unable to demonstrate that 'method' is a significant factor in determining learning outcomes. There is a general feeling among L2 acquisition researchers that 'method' cannot provide an adequate definition of the independent variable. Allwright (1983; 1988) talks of the 'failure' of the method construct. Larsen-Freeman (1988) argues that 'future research should not attempt to compare methodologies at the global level, but rather should focus on local practices'.

This raises the question as to what is meant by 'local practices' and how these can be operationalised for the purposes of research. One aspect of language teaching that has received attention is that of language practice (cf. Ellis, 1988b). But what serves as a perfectly adequate pedagogic construct is problematic when it comes to conducting research. 'Language practice' proves to be a very loose notion, covering a variety of activities which result in diverging patterns of classroom behaviour. In order to research 'language practice' it is necessary to arrive at a tight, narrow definition, which may then turn out to be of limited interest to
language teachers. What is true for ‘language practice’ is true for other pedagogical procedures. It is often very difficult to identify specific classroom behaviours that relate to the instructional techniques mentioned in methodology handbooks.

The problems of *a priori* definitions of instruction have led some applied linguists to reject them as a basis for classroom research. Allwright (1988), for instance, claims that:

... any *a priori* characterization of learning and teaching environments is bound to be suspect for fundamental research purposes.

He goes on to argue:

... the characterization of teaching and learning environments is something that must *emerge from research* rather than something that can be *imposed* on research.

For this reason, Allwright favours research that is data rather than theory-led. His position, therefore, appears to be directly opposed to that of Long’s.

I have sympathy with Allwright’s position. Exploratory research based on detailed classroom observation is obviously needed to illuminate what takes place during teaching-learning. But I am reluctant to abandon *a priori definitions*, as to do so is to cut the ties between what language teaching methodologists believe to be important and what researchers do. Allwright’s arguments do not warrant a dismissal of hypothesis-testing research — whether the hypotheses derive from a linguist-psychoanalytic theory or from educational/pedagogic constructs. However, it is obviously necessary to ensure that (1) ‘instruction’ is operationalised explicitly and rigorously and (2) process-information is obtained through classroom observation and learner introspection in order to determine whether external definitions of instruction are realised in identifiable classroom behaviours. As we shall see, however, there are very few studies that satisfy both of these criteria.

The dependent variable — learning — is even more problematic. There is no direct window through which the researcher can peer to discover what the learner knows. There is not even a consensus regarding what the term ‘knowledge’ of an L2 means. When researchers seek to relate instructional treatments to learning outcomes, they need instruments with which to measure what learning has taken place. The problem facing the L2 acquisition researcher is really the same as that facing the language tester — how to provide valid and reliable measurements of what the learner knows. The solutions to this problem are various — which is another way of saying again that there is no consensus among researchers. On the one hand there are researchers who operate within a competence/performance framework and who employ instruments designed to capture the learner’s intuitions about well-formedness in the L2. The principal instrument they use is some kind of grammaticality judgement task (i.e. a task that requires learners to judge whether
sentences are grammatically correct or not). On the other hand, there are
researchers who base their study of L2 acquisition on cognitive theories of
language processing and who employ instruments designed to capture
samples of ‘naturally occurring’ speech (e.g. informal interviews or
information-gap activities’). Clearly, the concept of ‘learning’ that
underlies these two approaches to measurement is very different. There
have been classroom studies based on both approaches; not surprisingly,
they have produced diverging results, which are hard to reconcile.

I see no way out of this problem. As long as there are competing
theories of language and language learning there will be differences in
opinion regarding how learning should be measured. It might be argued,
however, that there are some ways of measuring learning that have
greater validity for the L2 classroom researcher who is concerned with
investigating how language pedagogy can be made more efficient (as
opposed to the L2 researcher who is more concerned with theory-
building). It is surely more important to pay attention to research that
addresses what learners can do in real-life situations rather than what
they know but might not be able to perform. In other words, learning
should be measured by means of tasks that elicit natural language
behaviour rather than by tasks that elicit grammaticality judgments.
The latter may result in arcane behaviours which do not correspond to
what most teachers recognise as the goal of language instruction.

It is important to recognise these problems. They constrain the kinds of
research that have taken place. All classroom L2 researchers must take
decisions regarding the operationalisation of ‘instruction’ and ‘learning’.
Good research is research that tries to address the problems discussed
above in an explicit manner. However, in reaching solutions, researchers
run the risk of oversimplifying and thereby trivialising what is, in
actuality, an immensely complex phenomenon — the relationship
between instruction and learning.

The linguistic/psycholinguistic approach
Research based on the linguistic/psycholinguistic approach has sought
answers to three key questions in recent years:

1. To what extent is it possible to teach learners grammatical
   structures? This question relates to the role of instruction when
   the focus is on form.

2. What kinds of communication promote L2 acquisition in the
   classroom? This question relates, in particular, to the role of
   instruction when the focus is on meaning.

3. Is L2 grammar learnt more efficiently through a focus on form or
   a focus on meaning?

I shall consider a number of studies illustrative of the research which has
tackled these questions. My aim is to examine the methodological
procedures which these studies have followed rather than to report results in detail.

The first question has been researched in two ways. Data collected from naturalistic learners (i.e., learners with no exposure to formal instruction) is compared with data collected from classroom learners with a view to discovering whether grammatical properties of the L2 are acquired in the same or in a different sequence. The underlying rationale of this approach is that if instruction has a direct effect on acquisition this ought to become manifest in a different sequence. Conversely, if no difference in developmental sequences is apparent, then this indicates that language teaching is unable to influence the natural process by which a learner acquires grammatical knowledge of the L2. A good example of this research is Pica’s (1983) study of morpheme sequences in groups of naturalistic, classroom, and mixed learners. What is missing from this line of research is a process element, i.e., studies such as Pica’s provide no information about how the learners were exposed to the L2 or how different learners react to this exposure. We are told nothing about what actually happens in the natural and classroom environments. Thus, the research rests entirely on an analysis of products. The conclusions based on such research, therefore, are necessarily high-inference and must be treated with circumspection.

The second kind of research investigating the role of grammar teaching makes use of an experimental (or rather pseudo-experimental) design. Experimental studies enable researchers to test for the effects of instruction directly. It is possible to investigate whether instruction in feature x leads to acquisition of x. One of the most frequently cited studies of this kind is Pienemann’s (1984). Pienemann based his research on the finding from naturalistic studies of the acquisition of L2 German that learners learn word order rules in a fixed sequence. His study was designed to investigate what happened when a group of Italian children aged 7–9 years was taught a difficult German word order rule (i.e., one that was typically acquired late by naturalistic learners). The study followed a standard pre-test, treatment, post-test design. First, data relating to the learners’ existing stages of acquisition were collected by means of ‘linguistic interviews’ and ‘hidden recordings’ made in the children’s playing environment. Next, the subjects received several days instruction directed at the target feature (INVERSION). Finally, further samples of the learners’ speech were collected using the same means as before. The data were then analysed for evidence of acquisition of word order rules. Pienemann presents results for only two children, one of whom acquired INVERSION as a result of instruction and one of whom did not. The crucial factor, according to Pienemann, was whether the learners had reached the stage of word order development immediately preceding that of INVERSION. If this was the case, the instruction worked; if it was not the case, the instruction failed.

Pienemann’s study is an interesting example of classroom experimental research based on a fairly well-articulated psycholinguistic
theory. However, it raises a number of questions. First, as reported by Pienemann, the study fails to provide explicit information about the nature of instruction to which the learners were exposed. Pienemann merely hints that the instruction was of the audiolingual kind, involving drills and dialogues. Also, we are told nothing of the individual learners' participation in the instruction. It is possible, therefore, that the differences in the results obtained for the two learners reflected not so much their current levels of development as the extent to which they individually responded to the classroom events. As Allwright (1988) observes, 'each lesson is a different lesson for each learner'. In short, what is missing from Pienemann's study is a process-element.

Research directed at investigating the effects of grammar teaching on L2 learning is promising. This is an area in which experimental studies of the kind carried out by Pienemann are particularly welcome. Through such studies we are likely to refine our understanding of the constraints that govern formal language instruction — developmental and otherwise. However, this research needs to become more sensitive to a number of factors before it is likely to be taken seriously by teachers. First, there is a need to replicate studies, varying the form of the 'treatment' in order to discover whether the way in which the instruction is conducted affects learning outcomes. Second, as Long (1980) proposed, it is essential to build a process-element into the design in order to discover how learners react to the instruction. Third, it is necessary to recognise that the effects of instruction may not be immediate; instruction provided at one time may have a delayed effect, bearing fruit weeks or even months later (Ellis, forthcoming). It is perfectly feasible to design a research project that takes these variables into account and it is surprising, perhaps, that no such study has taken place.

The empirical study of form-focused instruction has proved much easier to design than the study of meaning-focused instruction. The second question that has motivated psycholinguistic studies of classroom language learning remains largely unanswered. There is a strongly articulated theory, but almost no research that addresses the central premise of the theory.

The theory states that learners construct their interlanguage with the help of input obtained from meaning-focused interaction (Krashen, 1985; Long 1983a; Allwright, 1984). It is also hypothesised that certain kinds of interaction facilitate acquisition to a greater extent than others. Long, for instance, claims that communication containing high frequencies of interactional adjustments (e.g. requests for clarification and comprehension checks) brought about by the need to negotiate meaning in conversational exchanges where a problem of understanding arises is especially likely to promote acquisition. Hatch (1978), in a review of case studies of naturalistic L2 acquisition, claims that grammatical structures are internalised as a result of learning how to communicate. She suggests that restrictions regarding what is conversationally possible at any stage of development regulate the frequency with which grammatical forms appear in the input and so influence what is learnt.
The evidence which Hatch provides to support her hypothesis is of a qualitative, illustrative nature. She analyses protocols or native-speaker/non-native speaker conversation to show how specific linguistic forms are modelled for the learner and how conversations enable learners to construct grammatical structures, first vertically and then horizontally. Ellis (1984a; 1985) adopts a similar procedure when using data collected in an ESL classroom in a London Language Unit. This approach, which is ‘exploratory-interpretative’ in nature, sheds light on how interaction contributes to learning but does not demonstrate a necessary connection between the two. It fails to show that interaction causes learning to take place.

One way of investigating the link between interaction and learning is to be found in the L1 acquisition research of Wells (1985). Wells examined the interactions of a number of parent-child dyads in order to discover what relationship, if any, existed between specific interactional features of the parents' speech and the children's rates of acquisition. He found a strong and consistent correlation between a number of measures (eg directives) and acquisition. Intriguingly, Wells also found that parents increased the frequency of specific linguistic forms (eg auxiliaries) in their input just before these forms began to appear in their children's speech — almost as if they anticipated their acquisition! It is worthwhile asking whether the paired-subjects design Wells used for studying L1 acquisition can be adapted for classroom L2 acquisition. Clearly a classroom with its one-to-many participant setting is very different from the one-to-one setting of the home. An equivalent design would have to compare the differing interactional features of classrooms. But there are obvious drawbacks to such a proposal. First, the method studies suggest that global comparisons of the kind that would be needed do not work. Second, even if it can be demonstrated that two (or more) classrooms differ interactionally to a significant level there remains the problem already mentioned — the interactional environment found in any single classroom may not be the same for all the learners within it. Whether for these or other reasons, there has been no L2 classroom study equivalent to Wells' research.

If it is not possible to investigate the connection between interaction and acquisition by direct means, the alternative is to try to do so indirectly. Long (1985) outlines how this can be done in three stages:

**Step 1:** Show that (a) linguistic/conversational adjustments promote (b) comprehensible input.

**Step 2:** Show that (b) comprehensible input promotes (c) acquisition.

**Step 3:** Deduce that (a) linguistic/conversational adjustments promote (c) acquisition.

There have been a number of studies which have investigated whether linguistic and/or conversational adjustments facilitate comprehensible input, but none, to the best of my knowledge, that have examined whether comprehensible input promotes acquisition. This is not surprising, as it is not clear how such studies can be designed. Krashen's
(1981) contention that comprehensible input containing $i + 1$ enables the learner to progress to the next stage in the acquisitional sequence is probably not testable, as a number of commentators have argued (Gregg, 1983; White, 1986). Therefore, Long's proposal for an indirect approach to studying the relationship between meaning-focused interaction and acquisition is of doubtful value because of the difficulty of accomplishing Step 2.

There are other ways of proceeding, however. Slimani (1987) undertook a detailed analysis of a small number of lessons involving a group of Algerian students of L2 English. She asked the students to complete 'uptake charts' immediately after the end of each lesson and again a few hours later. These charts required the students to enter anything 'new' that they thought they had learnt from the lesson. Slimani then looked through transcripts of the lessons, trying to discover what features of the interaction appeared to prompt learners to record 'uptake'. She considered a number of features — interactional adjustments involved in the negotiation of meaning, amount of learner participation and topicalisation. Only the latter proved to be significant. Learners were likely to record the uptake of items that occurred in interactional sequences whose topic had been nominated by other students (rather than by the teacher or themselves). This study provides an ingenious solution to the problem of how to investigate the relationship between interaction and learning. It raises a number of questions, however — not least to do with the measure of the dependent variable. We cannot be certain how valid and reliable a measure of acquisition 'uptake' is. Slimani does not cross-validate it by obtaining more conventional measures of acquisition. An analysis of the kinds of items typically reported by the learners in her study shows that they are mostly lexical rather than grammatical. The use of such an approach may be limited to the study of vocabulary learning, therefore. However, this is a worthy attempt at solving an intractable research problem and merits replication. Its great strength is that it treats classroom learners as individuals by recognising that the same interactional event can have different outcomes for different learners.

Not all research based on the focus on form vs focus on meaning distinction has investigated the acquisition of new linguistic knowledge. There is a considerable body of research that has looked more generally at whether instruction of one kind or the other results in more rapid acquisition or higher levels of achievement. Long (1983b) surveyed eleven studies that had sought an answer to this question by comparing the levels of achievement of classroom learners with that of naturalistic learners. Long argued that if it could be demonstrated that classroom learners learnt more rapidly and progressed further than naturalistic learners this would indicate that focusing on form was beneficial for acquisition. He assumed that classroom learners would be required to focus on form while naturalistic learners would experience meaning-focused communication. The results of his survey lent support to the
claim that form-focused instruction aids acquisition. This approach, however, cannot provide conclusive evidence, as it fails to control for potentially confounding variables such as motivation. Learners who enrol for language classes may simply be more motivated than those who are content to do their learning in the street.

Hulstijn (forthcoming) tries to evaluate the differential effect of instruction directed at form and meaning experimentally. The pre-test, which Hulstijn used, consisted of a sentence-copying task, i.e., subjects were shown single sentences, all of which reflected a single underlying grammatical structure. They were asked to write the sentences down. The subjects were then assigned to one of three treatments involving exposure to twelve sentences containing the target structure. One group (the Form-focused Group) had to perform an anagram task that directed their attention to word-order without any need to consider meaning. The second group (the Meaning-focused Group) were shown the same sentences one by one on a screen and asked to respond meaningfully to them by saying ‘Yes’, ‘Perhaps’ or ‘I don’t know’. The third group (the Form and Meaning-focused Group) were simply told to pay attention to both form and meaning but were given no actual task to perform. The post-test consisted of two tasks — a sentence-copying task similar to the pre-test and a task requiring cued recall of the same sentences used in the learning task. Hulstijn calculated the gain scores for the three groups. The results gave support to the hypothesis that ‘for implicit and incidental learning of structural language elements to take place, attention to form at input is a sufficient condition’. However, although the Form-focused Group outperformed both the Meaning-focused Group and the Form and Meaning-focused Group, the other two groups also showed improvement. In other words some learning of formal elements took place even when the focus was entirely on meaning — contrary to Hulstijn’s expectations.

This study has been described at some length because it is a good example of how experimental studies can be designed to test hypotheses based on a psycholinguistic theory. The study is of interest here, however, because it raises the thorny question of the validity of using evidence obtained from experimental studies of this kind to evaluate pedagogic options. There are a number of reasons for exercising caution. First, the setting of the experiment was not a classroom; there can be no guarantee, therefore, that the subjects’ responses are representative of normal classroom behaviour. Second, the measures of learning (i.e., the sentence-copying and cued-recall tasks) do not tap the kind of language use which teachers might recognise as the goal of instruction. In other words, because the experimental conditions are so remote from normal classroom conditions, extrapolation to teaching is not warranted. This is not intended as a criticism of Hulstijn as he was concerned only with theory-testing and made no attempt to apply the results to pedagogy. It is a general warning against such application.

This review of the methodological procedures which have character-
ised research based on ‘psycholinguistically valid design features’ does not afford great confidence in the capacity of this approach to supply reliable and valid information upon which pedagogic decision might be based. One is left with the impression of a number of interesting and, in some cases, ingenious attempts to overcome the research problems, but it is hard to point to a single study that would satisfy the discerning teacher.

To summarise, the studies suffer from one or more of the following:

1. a failure to supply information regarding the classroom processes which are involved in instruction;
2. a failure to obtain information regarding how the classroom learners responded to the instruction;
3. a failure to employ measures of learning that adequately reflect the kind of language use teachers recognise as the goal of language teaching;
4. a failure to recognise that instructional events are not monolithic, but often mean different things to different learners;
5. a failure to control for potentially confounding variables;
6. difficulty in operationalising a design feature.

Many of these weaknesses can be redressed by better-designed studies, in particular by incorporating a process-element through classroom observation and/or introspective accounts collected from learners and teachers. However, as I shall argue later, even better-designed studies based on psycholinguistic design features will not provide a sufficient basis for pedagogic decisions. First, though, I shall consider the alternative approach.

The educational/pedagogic approach

The last few years have seen a growth in research based on the educational/pedagogic approach. Long (1987) identifies a number of issues that have attracted the attention of researchers. These include:

- the effects of teacher question types on student production.
- language use in lock-step and small-group work.
- the relationship between practice and achievement.
- teachers’ treatment of error.
- the effect of task type on learner production.

In the case of some of these issues there is a ‘received opinion’ as to what constitutes sound pedagogy. For example, there is general agreement among teacher trainers that small group-work should be encouraged. Other issues, however, are more controversial. As Larsen-Freeman (1988) observes:

... it is the case that for almost every theoretical principle upon which some current methodological practice is based, there exists a contrary principle underlying some other current methodological practice.
Irrespective of whether there is received opinion or disagreement, the close study of key instructional procedures is potentially rewarding. It provides a means of submitting what has become conventional practice to critical evaluation or it can provide information that may assist in resolving a controversy.

Empirical research based on the educational/pedagogic approach — like all empirical research — can take two basic forms (Grotjahn, 1987). It can be analytical-nomological and involve experimental or quasi-experimental designs, the collection of quantitative data and statistical analysis. Alternatively, it can be exploratory-investigative, in which case qualitative data collected in authentic classroom settings is submitted to interpretative analysis. Long (1988) clearly favours the analytical-nomological paradigm, arguing that classroom research should take the form of ‘true experiments’. I shall argue the case for a more balanced approach that draws on both research styles.

A good example of pedagogically-based empirical research is that which has examined to what extent practising language forms aids their acquisition. Ellis (1988b) has reviewed a number of studies in the analytical-nomological tradition which have investigated this issue. His review demonstrates that the results are surprisingly mixed and conflicting. There are studies which show a positive effect for practice (eg Naiman et al, 1978), there are studies which show that amount of practice is inversely related to acquisition (eg Ellis, 1984) and there are studies that show practice has no effect one way or the other. In other words, the research does not help teachers to decide whether to engage their learners in language practice.

There are a number of reasons why this analytical-nomological research is so inconclusive:

1. ‘Practice’ is, in fact, a vague construct. It means different things to different teachers. Not surprisingly, researchers have operationalised the construct in different ways.
2. As noted in an earlier section of this paper, ‘acquisition’ can also mean different things. Researchers measure ‘acquisition’ in different ways.
3. Most of the studies examined the relationship between overall practice and overall acquisition rather than investigating whether practice in the production of a specific linguistic feature led to the acquisition of that feature.

Doubtless it would be possible to design a ‘true experiment’ that would overcome these weaknesses. There would still be an additional problem, however:

4. The research is predicated on the assumption that practice causes acquisition. However, it is equally possible to argue that it is acquisition (what the learners know) that determines who receives opportunities for practice.

The fact is that ‘practice’ is an interactive event and is subject to a host of social and personal factors that influence how such events are enacted in the classroom. Analytical-nomological research (even if conducted as a ‘true experiment’) will always have difficulty in taking such factors into
consideration — if only because we have only a very hazy idea of what they consist of.

It is for this reason that exploratory-investigative research is essential. It serves as the means of determining what classroom behaviours occur when an instructional technique such as ‘practice’ takes place. It enables the researcher to uncover the factors that appear to influence these behaviours. Only if such information is provided can valid experimental studies be designed. Educational/pedagogical research calls for a combination of exploratory and experimental methods.

The testing of educational principles and pedagogical practices is an on-going one. It is part of the history of language teaching. Teachers do not need empirical research to evaluate how they teach. Informal evaluation occurs as part and parcel of everyday teaching; it is the means by which teachers, individually and collectively, build up experience as to what ‘good teaching’ consists of. Empirical research should not be seen as a substitute for informal evaluation. Rather it should seek to complement it. The advantage of the educational/pedagogic approach, whether carried out as action research by teachers-cum-researchers or by trained researchers, is that it is based on constructs (such as ‘practice’) which are immediately recognisable by teachers. For this reason, the gap between formal research and informal evaluation can be minimised. Teachers and researchers, so often distrustful of each other, can work collaboratively within such an approach.

Conclusion
The last twenty years have seen a remarkable growth in empirical research of classroom language learning. As I have tried to show, this research has been broadly of two kinds. One kind — the linguistic/psycholinguistic — is theory-led; it seeks to test hypotheses drawn from a linguistic or psycholinguistic theory. This branch of classroom research is sometimes dismissed as irrelevant to the needs of teachers. This is, however, a mistaken viewpoint. I have shown how it can contribute to our understanding of how instruction relates to L2 acquisition. The advantage of this kind of research is that the theoretical constructs upon which it is based are relatively explicit. The other kind — educational/pedagogic research — has tried to examine to what extent instructional procedures such as practice or error correction contribute to L2 acquisition. Frequently such procedures are difficult to operationalise in terms of actually occurring classroom behaviours. For this reason exploratory research is needed to establish valid and reliable descriptors and to uncover causal factors. The advantage of this kind of research is that it has an immediate appeal to teachers because it addresses issues with which they are familiar.

What has all this research offered the teaching profession? Chaudron (1988) is doubtful whether any firm pedagogical proposals can be based on the results which have been obtained to date. He comments:
Despite the obvious increase in the amount of classroom-oriented research in recent years, few of the suggestions offered here can be made with great confidence, for the existing research is difficult to synthesize (p. 180).

It is not only a problem of synthesis, however. As we have seen, much of the best research raises almost as many questions as it answers. Chaudron lists four areas of weakness in the existing research:

1. the lack of consistent measures of classroom processes and products.
2. poor research design.
3. inexplicit or incomplete quantitative or qualitative analysis.
4. the failure to provide a ‘theoretical specification’ of the constructs to be investigated.

Chaudron’s view is that as we learn to do better research we will be better able to advise decision-makers about which pedagogical procedures work best. No one would wish to dispute the need for ‘good research’ and I have suggested a number of ways in which the existing research can be improved. In particular, I have emphasised that researchers need to recognise that individual learners respond to the same classroom events differently and that they need to treat instruction as a social and personal phenomenon and not as a set of monolithic constructs, whether these be derived from a linguistic/psycholinguistic theory or a language teacher’s handbook. Researchers need to pay attention to process, both in the sense of the unfolding of classroom interaction and in the sense of how learners react cognitively and affectively to specific instructional events. The value of classroom observation as a research tool is now firmly established (Allwright, 1988). The contribution to be made by the intro-retrospective methods is described in Faerch and Kasper (1987). Such methods are crucial as they provide the only effective means of discovering how the individual learner reacts to the instruction she experiences. Researchers concerned with language pedagogy need to consider how they can measure ‘acquisition’ in a way that reflects the recognised goals of language teaching. Research that does not do so cannot expect to be taken very seriously by teachers. Finally, researchers need to undertake longitudinal case studies of the kind that proved so insightful in the early work on naturalistic acquisition. Allwright (1980) noted the absence of such studies in classroom research. The position is still very much the same ten years later. Researchers who pay attention to all these factors are more likely to produce results that will assist language pedagogy.

Nevertheless, I do not share Chaudron’s positivistic view of the role that research can play in language pedagogy. I remain sceptical whether ‘true experiments’ will produce the definitive answers that some researchers expect — even if they are designed rigorously with due attention to all the factors mentioned above. There are two principal reasons for my scepticism. First, the instruction-learning relationship is a complex one. It is a variable relationship, probably curvilinear rather
than linear (Politzer, 1970). Success, therefore, can be achieved in many ways. Experimental research will provide 'piecemeal understanding' (Allwright, 1988) and contribute to theory-building, but it will never provide the comprehensive answers upon which pedagogic decisions can be based. Second, a positivistic view of the role of research fails to recognise the intrinsic nature of educational change. Innovation in the classroom can never be just a question of implementing a recommendation derived from research. It is always a process of negotiation, involving the teacher’s overall educational ideology, the learners’ expectations and preferences and local constraints that determine what is feasible. There is no single pedagogical solution that is applicable to all classrooms.

Research does have an important role to play, however. The results which it provides constitute a valuable source of information which in conjunction with information from other sources can be used to reach pedagogic decisions. These other sources include teachers’ accumulated knowledge about what is ‘good teaching’. Research should never seek to supplant this, although it can stimulate teachers to question it. A pedagogical decision should be seen as a ‘hypothesis’ regarding what will work best in a particular context. The inputs to the decision-making process will be multiple. The information supplied by classroom research should be one of them.
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The I-Language Approach and Classroom Observation
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I-language and E-language approaches
This paper starts from a distinction between two approaches to language, to linguistics, to language learning and teaching, and indeed to life. One approach is concerned with the world outside the speaker — language as the possession of society. Its most important aspect is people’s relations with each other; it takes the subject matter of linguistics to be large samples of language that people have actually produced; it sees the main function of language as communication; it considers that children learn language by working out the regularities in a sample of speech and by relating to other people; language teaching means providing sufficient data for students to work out regularities and opportunities for them to relate to each other. The other approach is concerned with the world inside the speaker — language as the possession of the individual. The most important aspect is the speaker’s knowledge of language; linguistics should study how language is stored in the mind; the functions of language are many, both inside the mind and out; children acquire language by applying their minds to the speech they hear; language teaching means providing evidence for the students’ minds to work on. In linguistics this distinction has been called E-language (External language) versus I-language (Internal language) (Chomsky, 1986; Cook, 1988); in terms of British linguistics today a typical E-language approach might be the corpus-oriented view taken by John Sinclair (Sinclair et al, 1987) compared to the I-language approach taken by Gerald Gazdar (Gazdar et al, 1985). Most current approaches to language teaching are E-language in that they concentrate on the provision of language data and interaction with other people and with the world outside rather than on mental knowledge and the world inside the speaker. Also, in L2 learning research, ‘strategies’ approaches that are inherently E-language may be contrasted with Universal Grammar approaches that are inherently I-language; McLaughlin (1987) makes a parallel distinction between bottom-up inductive theories and top-down deductive theories. Going outside the language area the distinction is paralleled in the Jungian Extrovert versus Introvert personalities, or in
Classical versus Romantic literature, or in Western versus Taoist philosophy; indeed one may find overtones in society-oriented versus individual-oriented positions in politics.

Methodology of classroom observation
Where does classroom research into second language acquisition fall on this dimension? We will confine the discussion here to the use of classroom observation for research; its success as a form of consciousness-raising for teachers in training or for second language students has little to do necessarily with its worth as a method of research. One issue is its attitude to data and research: an E-language approach sees its first task as collecting observations of the world, from which it deduces regularities and rules; an I-language approach seizes on whatever signs can be found of inner states without restricting itself in terms of amount or type of evidence. Classroom research has consistently taken a particular position, advertised indeed even by its name of classroom ‘observation’: the evidence it admits is based on observable evidence — X students and teachers observed in Y classrooms carrying out Z tasks. Hence the proliferation of schedules for observing ‘behaviour’, starting from a tradition of research outside the second language acquisition area represented say, by Flanders (1960) or by Sylva et al (1980), within second language acquisition ranging from FLint (Moskowitz, 1967) to FOCUS (Fanselow, 1977) to ECS (Long et al, 1976) to COLT (Allen et al, 1984), or a range of other AFCOs (Acronyms For Classroom Observation). A large proportion of such research is therefore E-language in orientation and so concerned with describing the external world. In its own terms it has to obey the methodological criteria required for E-language observational research, as discussed in Cook (1986): the sample of behaviour needs to be adequate in size and representativeness; the techniques of data collection and recording have to be spelled out explicitly; the systems of analysis have to be capable of being checked and replicated by other investigators; relevant variation between the subjects studied has to be reported. Perhaps crucially, since the results of such studies are typically statements about the proportions and significance of various features of the sample, the figures that are presented have to be treated in a numerically appropriate way and the relevant statistical tests applied. This is not the place to document individual failings in this respect; let Chaudron’s summing up suffice:

much classroom research has demonstrated marked misuse, frequent underuse, and occasional unwarranted overuse of various statistical procedures (Chaudron, 1988, p. 183).

Suppose, however, that such an approach were totally successful in its own E-language terms, a researcher with an I-language bias may still find the results of comparatively little interest. The main reasons for this fall into two groups — methodological and theoretical. The methodologic-
al reasons derive from the standard objections to corpus-based research; it may not be possible to find a sufficient number of examples of a particular point, however large the sample; frequency of occurrence rather than importance almost inevitably dominates the results. The conclusions that can be drawn are restricted to regularities in the data; going beyond what is visible in the corpus needs other types of evidence, as argued in Chomskyian linguistics for many years. In first language acquisition it has been suggested time and again that crucial aspects of language are not in principle learnable by the child from ‘positive’ evidence alone, that is to say from samples of actually occurring forms, but must be learnt from other types of evidence, or be part of the mind to start with. E-language research is faced with the same problem as the child; it cannot legitimately go beyond statements of positive regularities found in the data, as argued in Cook (forthcoming, a). Research based on observation is furthermore limited to what can actually be observed; the processes of speech production, of comprehension, indeed of learning itself, are not in themselves observable; the utterances and gestures that are observable are only the tip of the iceberg. Basing an account of learning on observation alone means severely limiting what can be said. Similarly the observation of classroom interaction legitimately concerns itself with patterns visible in the classroom — say, the sequences of moves used by students and teachers described in Sinclair and Coulthard (1975). While such moves can be labelled in terms of actual properties of the data such as ‘student initiates discussion’ or ‘student interrupts’ (Long et al, 1976), problems arise when the label is more interpretive than descriptive and not directly linked to objective evidence in the data, say, learning strategies such as ‘Checking the outcomes of one’s own language learning against an internal measure of completeness and accuracy’ (Chesterfield and Chesterfield, 1985); several steps beyond this are interpretations of moves such as ‘Yeah’ in response to ‘For for to end the pollution problem?’ as ‘Igor therefore shows no special interest in pursuing either the topic or the sequence of turns, given that he could have used his opportunity to develop his earlier statement, or to change topic or ‘subject’ again’ (Allwright, 1988, p. 189, citing Allwright, 1980). This is not to say that speakers do not have such intentions or choices open to them nor that it is not possible to discuss these, but that the motivation for speech moves cannot be established only by the occurrence of certain speech forms; other evidence is necessary, whether introspective report, interview, questionnaire, or experiment. Reading such internal motivations into spoken discourse solely from observational evidence is unjustified in an E-language approach, partly because there is no checkability or reliability for such interpretations; if I insist that Igor showed his great enthusiasm for the topic by saying ‘Yeah’, which the teacher willfully ignored, my interpretation is as good as Allwright’s, in the absence of further evidence. Assertions about people’s intentions are dangerous unless corroborated from other sources. Methodologically it amounts to covert conversion of E-language data into statements about
I-language knowledge, a delicate if not impossible task first perhaps highlighted in Chomsky (1965) as 'a general tendency . . . to assume that the determination of competence can be described from description of a corpus by some sort of sufficiently developed data-processing technique'. Like the related approach of Error Analysis, Classroom Research based on observation finds it difficult to go behind the visible facts, to look for deeper, more abstract, explanations for classroom behaviour. E-language describes language as an external object; to jump from this to internal psychological reality needs a chain of evidence and of argument. Statements about I-language need to be supported by explicit evidence and argument as much as those for E-language; but it is evidence and argument of a different type than sheer occurrence (Cook, 1988).

I-language Theory and Classroom Observation
The theoretical objections to observation as a research technique again come down to the researcher's basic I or E affiliation. The I-linguist is concerned with language as a property of the individual, not as the possession of many people; one may indeed argue that learning is necessarily by individuals rather than groups. This is particularly true in L1 acquisition work where the fact that all children learn their first language successfully means they must have something in common which enables them to carry out the task; the crucial first steps in research are to look at what learners share — the properties of their minds that they all bring to language learning. Much L2 observational research has concentrated on the differences between learners — on how differences of motivation, intelligence, first language ability, etc, facilitate or detract from L2 learning. There may be more justification in this approach with L2 learning than with L1 acquisition as the final competence of L2 students varies far more than that of L1 children. Nevertheless the I-linguist will still say that the crucial first step is to establish whatever learners have in common, however great or small, before going on to their differences. An I-linguist will point to the lack of effects of situation in L1 acquisition; whether parents construct complex interactions with their children, as described for English in Bruner (1983) or whether they ignore them completely as conversational partners, as described for Kahuli by Schieffelin (1985), the children still acquire normal competences; to quote Gleitman (1984):

Under widely varying environmental circumstances, learning different languages, under different conditions of culture and child rearing, and with different motivations and talents, all non-pathological children acquire their native tongue at a high level of proficiency within a narrow developmental timeframe.

The first task with L2 acquisition is to establish the features common to all L2 situations; once these have been discovered, the research can go on
to the differences between situations, between classrooms and non-classrooms, or between teaching methods. Again it may well be that situational differences loom larger in L2 acquisition; this still means starting from the core features not subject to situational variation. Hence, to an I-linguist concerned with L2 learning, research into variation and into situation is premature; at present they are side-issues that divert attention from the crucial work into what L2 learners have in common, however intriguing the results may be.

Similarly the I-linguist will be little impressed by the investigations of the language addressed to learners — ‘teacher talk’, input, etc. The uniformity requirement for first language acquisition claims that its central aspects cannot be held to depend on some feature of language input which is not available to all learners; in L2 learning it is the central unavoidable aspects of any input that are important — just as it is impossible for any L1 or L2 learner not to hear all these phonemes of the English, so the evidence necessary to indicate the crucial aspects of syntax must be present in virtually all input. Central facts about English — the fact that it has Subject Verb Object order, the fact that it does not permit declarative sentences without overt subjects, the fact that it does not allow related Verbs and Objects to be separated (‘Peter likes very much London’) — are all deductible from virtually any handful of sentences and, as discussed in Cook (forthcoming, b), come in the first few lessons of any language teaching course. The well-established features of teacher language — shorter utterances (Wesche and Ready, 1985), less subordination (Ishiguro, 1985), slower speed (Mannon, 1986), and so on — are of marginal importance. I-linguists working within a UG model will indeed stress the importance of input to the learner — without it no learning will take place. But all that is required is minimal examples of the key features of the language to ‘trigger’ learning in the mind. For the essential aspects of language, precise types of sentence, frequency of occurrence or indeed comprehensibility of input in the Krashen sense (Krashen, 1981) are beside the point, the only qualification being that it is desirable for the input to be readily segmentable into grammatical constituents, as UG theory implies (Cook, forthcoming, a; Morgan, 1986).

This paper has then attempted to highlight the extreme I-language position towards L2 classroom observation research; it is an attempt to explain why such research seems peripheral to those studying second language acquisition within I-language frameworks such as the Universal Grammar paradigm. From this perspective, classroom observation is in principle unrevealing because of the deficiencies of positive evidence; it concentrates on differences between learners rather than on their similarities and on the effects of variation in situation rather than on situation-free aspects of learning. From an E-language perspective on the other hand, the research is interesting and suggestive, at least those aspects of it that use an adequately formulated E-language methodology. Needless to say, a pure I-language or E-language approach
never exists, any more than a pure Introvert or Extrovert can be found; second language learning research needs to find an overall framework within which both research paradigms can co-exist rather than denying each other's existence, to explore alternative avenues simultaneously in the Feyerabend approach to science (Feyerabend, 1975). To quote Walt Whitman, 'Do I contradict myself? Very well then, I contradict myself (I am large; I contain multitudes).
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II  Specific Approaches
Introduction
This paper is about doing long-term classroom observation research in second language (L2) classrooms.\(^1\) Its purpose is to describe, using a case study, some aspects of the process that researchers go through in their attempts to describe classroom behaviours and link them to learning outcomes. This kind of research is referred to as process-product research; process referring to descriptions of classroom behaviours and product to learning outcomes. Process-product research has a long tradition in first language (L1) education research (see Dunkin and Biddle, 1974; Rosenshine and Furst, 1973, and Brophy and Good, 1986, for reviews of this research). However, it is only within the last decade that process-product research has become prevalent in the field of L2 teaching and learning. Prior to this, most L2 classroom research focused on either the product, as evidenced in the global method comparison studies in the 60s (Scherer and Wertheimer, 1964; Smith, 1969) or on the process, as seen in the proliferation of L2 observation schemes in the 70s (see Allwright, 1988; Chaudron, 1988, and Long, 1980, for reviews of L2 observation schemes). Few studies focused on both.

A strong call for L2 classroom research to examine both process and product and the relationship between the two was made by several researchers in the 1980s (Long, 1980, 1984; Gaies, 1983; Allwright, 1983). Since that time, a number of process/product studies have been undertaken. Some of this research has been undertaken within the context of naturally occurring L2 classrooms over extended periods of time. These studies have typically used multi-category observation instruments to quantify different aspects of instruction in order to

\(^1\) The research reported here was funded by the Fonds pour la formation de chercheurs et l'aide à la recherche (FCAR) of the Quebec Ministry of Education. Patsy M. Lightbown of Concordia University has been the co-principal investigator in this project. I thank the teachers and students who cooperated so fully and the wonderful team of research assistants who made it all possible.
examine relationships between instructional behaviours and learning outcomes measured by correlational or multivariate analyses (see Allen, Carroll, Burtis and Gaudino, 1987; Mitchell, Parkinson and Johnstone, 1981; McDonald, Stone and Yates, 1977; Spada, 1987). Other process-product research has been either experimental in nature – taking place in controlled laboratory settings to investigate the effects of a specific instructional feature on learning such as error correction and input modification, or has been quasi-experimental in nature – isolating and/or manipulating particular features of instruction in naturally occurring classrooms to examine their effects on learning (see Chaudron, 1988 for a review of different methodological approaches and studies in L2 classroom-centred research).

In a widely-cited article reviewing classroom observation research in L1 education, Rosenshine and Furst (1973) have identified three elements in a model for studying teaching and learning:

1. development of procedures for describing teaching in a quantitative manner;
2. correlational studies in which the descriptive variables are related to measures of student growth;
3. experimental studies in which the significant variables obtained in the correlational studies are tested in a more controlled situation. (Rosenshine and Furst, 1973, p. 122)

Although the authors state that these three elements are a minimum requisite for research on teaching effectiveness, they emphasise that the sequence of these steps is not fixed. That is, just as it is possible to use the results from correlational studies of student achievement and instructional variables to set up experimental studies, it is also possible to use the results of an experimental study to create new observation categories or instruments. These stages are not intended to be isolated from each other either, but rather ‘research at each step should influence modifications of research at other steps’ (Rosenshine and Furst, 1973, p. 123).

In this paper, I will describe the process of carrying out a long-term process-product study in L2 classrooms with reference to the three elements proposed by Rosenshine and Furst. My intention is to discuss how we have made decisions regarding the selection and implementation of the three elements of description, correlation and experimentation, and how the interaction between them has guided approaches to data analysis, hypothesis generation and future research designs. In referring to the first element in the research loop, a brief description of the observation scheme and the results obtained through its use will be provided along with a discussion of how macro-level activities-based analyses informed subsequent micro-level linguistic analyses. In a discussion of the interdependent/dynamic nature of the three elements, a description of how product data influenced directions for further process data analysis will be provided. Finally, a discussion of how a ‘natural
experiment’ concerning the effects of instructional input on learning outcomes has shaped the direction for future experimental studies within this research will be provided.

The research context
In 1986, we became involved in a three-year research project designed to investigate the classroom interaction and the L2 development of children enrolled in experimental intensive English second language (ESL) programs in several French-language primary schools in the province of Quebec in Canada. These are programs in which students in grades 5 or 6 receive intensive English language instruction for five hours a day, five days a week for five months of the school year. In the remaining half of the school year, students receive their regular subject matter instruction (e.g., math, science, language etc) in French. These intensive ESL programs contrast strikingly with the regular ESL programs in Quebec’s primary schools which usually provide less than 120 minutes a week of ESL instruction spread over the entire school year. The impetus for the intensive programs came from francophone parents who were concerned that their children were not obtaining sufficiently high levels of English language ability in the regular ESL program. This parental pressure has led to the creation of a number of experimental intensive programs in several different schoolboards in recent years. Although parents, schoolboard administrators, teachers and students have informally expressed a great deal of satisfaction with these programs, there is a clear need for systematic research to evaluate their effectiveness.

Our research project is intended to respond to this need by investigating the L2 development of children in these programs, the characteristics of classroom instruction and learners’ contact with and attitudes toward English. So far, we have collected learner language (product) data from approximately 1000 students in 33 classes at the grade 5 and 6 levels in eight schoolboards. We have also collected classroom observation (process) data from twenty classes. This paper focuses on the classroom observation results from eight classes in the first year of our research. (See Lightbown and Spada, 1987, in prep; Spada and Lightbown, 1988, for reports on various aspects of this research.)

It is important to note that all intensive programs are based on the philosophy of the Ministry of Education of Quebec (MEQ) ESL program which emphasises the development of fluency over accuracy, student-centred rather than teacher-centred interaction, function over form, and communicative rather than grammatical practice. However, because of the experimental nature of these programs, each schoolboard has developed and implemented its program independently. As a result,

2 We have also collected data from two comparison groups: learners in regular ESL programs at the same grade levels as well as learners who have received a comparable number of hours of instruction over a longer period of time.
while there has been some limited consultation, there has been little ongoing contact between program administrators and teachers in these separate intensive programs regarding student selection, materials development, methodological procedures, teacher training and program evaluation. There has been even less contact about the day-to-day activities of the classes. This made it essential for us to include in the study a classroom observation component which could describe with some accuracy the characteristics of classroom instruction in these various classes and to investigate whether potential differences in classroom instruction might be related to potential differences in learning outcomes.

Classroom observation procedures and instruments
Eight intensive program classes were observed during the 1986-87 school year. Each class was observed four times during the five month intensive session resulting in a total of 32 observation visits. The first observation took place approximately one week after classes had begun and the remaining three were carried out at approximately four week intervals. Each observation began as students arrived in the morning and continued until the end of the school day. This usually represented about five hours of observation per visit. During these visits an observer sat in the classroom and coded for specific features on the observation scheme used for this study. This observation instrument, referred to as the COLT (Communicative Orientation of Language Teaching) scheme, is a modified version of the original scheme which was designed to capture differences in the communicative orientation of L2 instruction (Allen, Fröhlich and Spada, 1984; Fröhlich, Spada and Allen, 1985, and Spada, 1987, in press).

The scheme consists of two parts: Part A (see Appendix 1) which describes classroom activities in organisational and pedagogical terms and Part B which describes the verbal interactions which take place within activities. Part A contains five major categories: Activity Description, Participant Organisation, Content, Student Modality and Materials. These categories and their subsections are designed to describe classroom activities in order to investigate such aspects as whether the classroom organisation is student-centred or teacher-centred, whether the instructional focus is on code (i.e. language form) or meaning and whether students are using pedagogical materials in which extended or minimal texts predominate.

Part A of the COLT scheme is a 'real time' coding scheme and is used during the classroom observations by one observer. As the observer is coding for the Part A features, the classroom events are audio-recorded in two ways. A microphone is placed on the teacher's desk to record verbal interaction going on in the whole class. In addition, the teacher wears a small tape-recorder around her neck to pick up all teacher-talk as well as any interaction she has with individual students or a group of students.
Part B, which is a post-hoc analysis of the audio-taped recordings, is used to analyse classroom activities at the level of verbal interaction on the part of teachers and students. It measures such features as the use of the target language, the extent to which learners are given opportunities to produce language without teacher-imposed linguistic restrictions, to engage in sustained speech, to exchange known as opposed to relatively unpredictable information and the extent to which teachers and students respond and react to code/accuracy-related aspects of the L2. (For a more detailed description and rationale of the Part A and B categories as well as information on the coding procedures, see Allen, Fröhlich and Spada, 1984, and Fröhlich, Spada and Allen, 1985.)

Classroom interaction outcomes: Macro-level process analysis

In carrying out the analysis of the observation data, we decided to first conduct a macro-level analysis of the activities from the Part A coded classroom data. This would enable us to see if there were any differences among the classes at the level of participant organisation, content/language focus and modality and materials use. If differences emerged, a micro-level analysis of the linguistic interaction among teachers and students would be undertaken using all or a portion of the categories on Part B of the COLT scheme. The precise nature of the micro-level analysis would be determined on the basis of the results of the macro-analysis. Another factor which we knew might also point to the need for a more detailed classroom interaction analysis was the pre/post-test results of learners’ performance on the receptive and productive measures. That is, if learners in one of the classes were performing significantly better (or worse) than learners in another class on a particular measure or in a particular aspect of their language ability, this would also suggest that a closer examination of the classroom observation data might yield some explanatory information.

The macro-level analysis involved a calculation of the amount of time that teachers and students spent on the various categories and sub-categories on Part A of the scheme; for example, how much time students spent in group work or teacher-centred work, how much time was spent with an explicit focus on language (ie vocabulary, grammar), how much time was spent listening, speaking, reading etc. These features and others were calculated for each observation visit per class and the amount of time spent on each feature was then totalled for individual classes. The results of this analysis indicated that all eight classes were similar to each other in terms of most features. For example, in the participant organisation category, analysis showed that instruction was teacher-centred for about 50% of the time for all classes. The remainder of the time was spent on a variety of student-student, student-class, group-class and individual activities. Although there were
some individual classroom differences, these were quite minimal. In terms of the student modality category, the analysis indicated similarities across classes as well. For example, all classes spent most of their time primarily listening to the teacher or to other students (approximately 45% of the time) and about 14% of the time on a combined listening/speaking focus. The rest of the time was spent on various skill combinations (e.g., listening, speaking and reading or reading and listening). In terms of the type of materials used, there were some differences among the classes. For example, materials in which extended texts predominated were used more often in some classes compared with others. We intend to investigate these differences in a more detailed analysis of the pedagogic materials. Finally, the results of the content/language category analysis indicated that there were both similarities and differences across classes. For example, all classes spent approximately 50% of the time focusing exclusively on meaning and comparatively less time (approximately 14%) focusing on the code-related aspects of the language. These figures are consistent with the MEQ program philosophy which emphasises a focus on meaning-based instruction rather than grammatical instruction and practice. However, there were some individual class differences in the amount of time spent on code-focused instruction which are worth noting. Table 1 presents these results for each class. As indicated, classes 3 and 7 spent the most time on code (33% and 29%) and classes 4 and 8 the least (10% and 11%). Classes 1 and 2 spent about the same amount of time on code-related instruction (22% and 25%) as did classes 5 and 6 (14% and 13%). Although these differences in code-related instruction were noteworthy, we decided not to undertake a micro-level analysis of the classroom interaction until the results of learners’ performance data were complete.

Table 1 Percentage of instructional time with a focus on code (grammar, vocabulary, phonology) by class: 1986-87 cohort

<table>
<thead>
<tr>
<th>Class 1</th>
<th>25.40</th>
<th>Class 5</th>
<th>13.49</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 2</td>
<td>22.56</td>
<td>Class 6</td>
<td>13.42</td>
</tr>
<tr>
<td>Class 3</td>
<td>32.96</td>
<td>Class 7</td>
<td>28.77</td>
</tr>
<tr>
<td>Class 4</td>
<td>9.61</td>
<td>Class 8</td>
<td>10.73</td>
</tr>
</tbody>
</table>

Learner language outcomes: Product analysis
As indicated above, there were two factors which we anticipated would point to the value of a micro-level analysis of the classroom data: 1)

3 For more details of the results of this analysis, and some preliminary results of the classroom interaction analysis from the second year of our research, see Lightbown and Spada, 1987, Spada and Lightbown, 1988 and Spada, in press.
macro-level results which indicated differences in instruction and/or 2) class differences in learners’ outcomes on the language tests (ie pre/post-test listening and reading comprehension and performance on an oral production task). Since the macro-level process analysis indicated some differences in the extent to which teachers focused on grammar, this seemed a useful area to explore in micro-level analyses. Such a decision would be reinforced if there were indications in the results of the product data analysis that some classes were outperforming others on the proficiency measures or were more accurate than others in their use of particular grammatical forms. An examination of the intensive program learners’ performance on the tests of listening and reading comprehension indicated no differences that were related to individual classroom instruction. That is, all intensive program learners improved significantly on these receptive measures and dramatically outperformed most learners in regular ESL programs at the same grade level (ie grades 5 and 6) as well as learners who had received a comparable amount of instruction over a longer period of time (ie grades 9 and 10). There was no indication in an analysis of variance that learners in some intensive classes were doing significantly better than learners in other classes and that this might be related to the kind of instruction they received.4 However, when we began to analyse the learners’ oral performance on a communication task, some interesting results emerged which necessitated a closer look at the classroom observation data.

In an analysis of the learners’ performance on an oral communication task involving picture descriptions, we discovered that an overwhelming majority of learners used the verb ‘have’ rather than the verb ‘be’ in their introducer forms for the picture descriptions. For example, when describing a picture of a classroom with children in it, most of the learners would start by saying ‘We have a classroom and we have five children’, instead of saying ‘There’s a classroom and there are five children’.5 However, we were surprised to discover that the learners in one of the intensive classes did not tend to use the ‘have’ introducer form as frequently as the others. Instead, most of these learners used ‘be’ forms to describe the pictures most of the time (see Lightbown, in press, for further details).

Naturally, we were curious to know why so many of the learners in this class were using the ‘be’ introducer form when learners from the other classes were not. Our first ‘clue’ was in the macro-level classroom

4 The only within-intensive-program difference was that the grade 6 learners significantly outperformed the grade 5 learners on the listening and reading comprehension measures. It should be noted, however, that in subsequent analyses of the data from the second year of our research which represents a much larger number of classes, significant differences have emerged within the intensive ESL group.

5 An explanation for the incorrect use of ‘have’ in these introducers appears to be directly related to the transfer of the French ‘il y a’ introducer form which uses the verb ‘avoir’ (ie have), although other factors may also be involved. See Lightbown, 1984, 1987, for further discussions of this.
interaction results which had indicated that these learners were from one of the classes in which the greatest amount of time was spent on code (Class 7 in Table 1). However, because the macro-level analysis did not provide us with the specific nature of the code-focused instruction (other than whether it was vocabulary, phonology, or grammar), it seemed necessary at this point to do a micro-level analysis of the code-related behaviours in this class to see what specific aspects of code were the focus of instruction and how teachers and students dealt with it. This is discussed in the next section.

Classroom interaction outcomes: Micro-level process analysis
A micro-level analysis of the code-related behaviour in four of the intensive classes (ie classes 5, 6, 7, and 8 in Table 1) was undertaken at this time. This analysis focused on both teacher and student code-related behaviour for a portion of the observation time. With regard to the speech of the teachers, we examined how often they explicitly presented code-related information and how often they reacted to code (ie through correction) in learners’ speech. With regard to student code-related speech, we examined how often learners reacted to code through questions and repetitions.

The results of this analysis confirmed that the teacher in class 7 focused on code more than the other three teachers for whom the micro-level analyses were carried out. Furthermore, the teacher’s code-related behaviour in class 7 was considerably more reactive than presentational in nature. That is, she reacted to learners’ errors more than she presented grammar rules or explicit information about the language system. When this teacher reacted to code, her reactions were most often related to grammar rather than vocabulary or phonology. This differed from the code-related behaviours of the other teachers who tended to react to vocabulary more than any other language feature. When we examined the precise nature of the grammatical reactions of the teacher in class 7, we discovered that she did not respond to a particular feature of grammar more than others. That is, in the observation sessions which were coded,

---

6 For classes 6 and 7 this represented approximately four hours of classroom data from the four observation sessions. For classes 5 and 8, this represented eight hours of classroom data from the last observation session. All four classes took place during the same intensive program session.

7 The micro-level analysis also examined the extent to which learners were given opportunities to engage in extended discourse. Since their performance on the oral communication task had indicated that they all had developed fairly high fluency levels we wondered whether this was the result of considerable opportunities for them to engage in sustained speech in the classroom. This was not borne out in the results of the micro-level analysis of classroom learner language. (See Spada and Beaumont, 1988 and D’Amour, 1988 for further details of these results.)
it was not the case that this teacher reacted to the 'have/be' introducer form distinction any more than she reacted to the use of the 3rd person singular, plural s or ed past tense inflection. Therefore these data did not confirm that the type of code-related instructional behaviour in this class contributed to the learners' use of the correct 'be' introducer form.

It must be recalled that only a small portion of the coded data was used in this micro-level analysis. Furthermore, the total classroom observation data base in this study is quite small when compared with the total amount of instruction provided in the intensive programs (i.e., four days of observation spread over approximately 100 days of teaching). This raises the important issue of how representative randomly selected observation data are and therefore, how necessary it is to supplement these data through other means. This was particularly important in the process of discovering potential relationships between classroom instruction and learning outcomes in this research.

In addition to collecting classroom observation data, we had developed a teacher-structured interview/questionnaire to obtain more detailed information about the type of instruction provided. We conducted these interviews with the teachers at the end of the school year. During the course of the interview with the teacher in class 7, it was revealed that she had a particular concern about the learners' incorrect use of the verb 'have' in introducer forms. Indeed she claimed to have reacted to this error so often that she and the students joked about it. This seems to have made a difference in the learners' use of this form. Results such as these suggest that an explicit focus on code within a communicative context may lead to higher levels of accuracy in learners' use of grammatical forms. However, this may not work for all grammatical forms. The learners in class 7 were more accurate in their use of 'be' introducer forms and were also more accurate and proficient in their use of other morphological and syntactic forms (e.g., -ing progressive and possessive pronouns), they were less accurate in their use of other forms (e.g., plural s morpheme and adjective/noun placement). (See Spada and Lightbown, 1989 for a discussion of further analyses of the intensive program learners' oral production abilities.)*

Results such as these suggest that some forms may be more amenable to instructional intervention than others and only at particular times in the developmental progression (see Pienemann and Johnston, 1985, and Lightbown, in press, for further discussions of this issue). This brings us to a discussion of the subsequent phases in our research which represent the second and third elements in the Rosenshine and Furst research paradigm – correlation and experimentation.

---

* It is interesting to note that the learners in class 3 – the one in which the greatest amount of time was spent on grammar-related instruction and practice (see Table 1), do not appear to be any more accurate in their use of these grammatical forms. However, a detailed analysis of both the learner language data and the observation data for this class are not yet complete.
Process-product correlation and experimentation studies
The focus of this paper has been on eight classes from the first year of our research. As indicated earlier, observation data has been collected from twelve additional classes in the second year of our study. Preliminary results of the macro-level analysis of these classes indicate considerable differences among the classes according to some of the features on Part A of the COLT scheme. For example, as with the results of the eight classes presented here, some teachers dealt with grammar and accuracy much more than others. Also, some teachers were more teacher-centred than others, thus providing learners with considerably more opportunities for listening to the teacher and fewer opportunities to speak and listen to each other in group work. In addition to the differences which exist between individual classes and teachers, there are also within-class differences from one observation to the next. That is, the same teacher is more (or less) teacher-centred, or more (or less) meaning-based on one day than on another.

The results of the learner product analyses for the second year of the study have also indicated considerable variation. That is, some intensive program classes are performing at significantly higher levels than others on the tests of listening and reading comprehension. The relationship between these differences in learning outcomes and instructional behaviours will be investigated in exploratory correlational analyses. These will be followed by multi-variate analyses, specifically analyses of covariance (ANCOVA) to examine the extent to which differences in instruction contribute to differences in learning outcomes. As well, other variables such as contact with English outside the classroom and attitudes toward English will be examined in the ANCOVA to determine their potential contribution to performance differences and the extent to which they might interact with differences in instruction.

In addition to these further analyses of our current data base, we plan to investigate the hypothesis that explicit code-focused instruction within a communicative context will lead to higher accuracy levels in a series of quasi-experimental studies with learners in the intensive program classes in the third year of our research. Our intention is to provide learners with explicit instruction and correction in the use of specific forms chosen on the basis of linguistic theory, other SLA research, and our further analysis of learner speech, and to investigate whether this instructional treatment leads to differences in learners’ accuracy levels. The design of this study includes the development of instructional units to teach the specific forms, observation of classes while the instruction is carried out and the development of a variety of tests (both receptive and productive) to measure pre/post test performance.

Conclusions
This paper has provided a case study description of the research process involved in carrying out long-term L2 classroom observation research. In
describing this process, I have referred to the three elements of a research paradigm for investigating teacher effectiveness proposed by Rosenshine and Furst. These three elements – description, correlation and experimentation – all form part of our overall research design. To date, we have completed the first major stage – the description of classroom interaction and learner language outcomes. We are now at a point in our study where we have a larger number of classes and sufficient variation among them (both in terms of learner performance and instructional behaviour) to enter the second stage of the research – that of investigating the extent to which the instructional differences contribute to the performance differences. These analyses will help to refine the design for the third and final experimental stage of our research – that of hypothesising differences in learning outcomes on the basis of specific instructional behaviours.
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Investigating Learners’ Language

Peter S. Green  Karlheinz Hecht
University of York  University of Munich

Any investigation of learner’s language involves:

1. obtaining access to a sufficient number of representative learners;
2. devising appropriate ways of getting the learners to produce language;
3. capturing the language produced in a convenient form for subsequent analysis, and
4. evaluating it in a way that permits some valid general conclusions to be drawn that might be helpful to other language learners, language teachers or researchers into the nature of language learning.

That all sounds obvious, but there are problems that arise at every stage. Some of them are quite unpredictable, but others can be foreseen and can therefore be anticipated rather than coped with ad hoc. The aim of this article is to consider some of the predictable problems in the light of our experience in investigating learners’ language.

Our project is a joint one of the Lehrstuhl für die Didaktik der englischen Sprache und Literatur of the University of Munich and the Language Teaching Centre of the University of York. Both institutions train teachers of foreign languages for secondary schools, and it is therefore with the language of school learners that we are concerned. Reference will be made to specific aspects of our research in so far as they illuminate areas of general concern. It is not the intention to present the results of our research: that has been done elsewhere (project publications are included in the References section).

The order presented in the first paragraph is an order of procedure, but initial planning obviously begins with the sort of conclusion that one hopes to come to. The questions we wanted to provide some valid preliminary answers to were principally:

1. How well can German school learners of English perform certain communicative tasks?
2. How does their performance develop over the years of secondary schooling?
The first question was refined into:

1.1 How effectively, despite linguistic shortcomings, can pupils understand and convey a message in English after five years of school learning?
1.2 How accurate is the language they use?
1.3 How appropriate is the language they use?
1.4 What are their areas of deficiency (in grammar, vocabulary, appropriacy, spelling, and pronunciation)?
1.5 What strategies do they employ for coping with deficiencies?
1.6 To what extent do they monitor their own performance and self-correct? How successful is their self-correction?
1.7 What is the relationship between their linguistic knowledge and their communicative performance?
1.8 How do native speakers react to their performance?

Asking the question 'how well?' presupposes a model performance against which the learner's performance is measured. For foreign language learners, the model is often not specified because it is assumed to be a native speaker. Native speakers, however, come in various ages, with differing abilities and from different backgrounds, both linguistic and otherwise. So what is a model native speaker like? Probably something akin to Chomsky's 'idealized speaker-hearer' (Chomsky 1972, p.116), ie an adult, educated, intelligent, experienced speaker of the standard dialect who is rarely guilty of slips of the tongue or brain. Clearly, most real native speakers fall short of the ideal in a number of respects. In order to know to what extent our German learners fell short of the model because they were non-native speakers of English rather than because they were, say, young speakers of English, we decided to seek answers to a third question:

3. How well can native English pupils, who match the German pupils in age, background and range of ability, perform the same communicative tasks in their own language? And as further evidence, how well can the German pupils perform in their own language?

This is, of course, an ambitious programme, which has grown out of much humbler origins as one question has led to another. A general caveat that might be made about research projects is that a sort of Murphy's law\(^1\) applies to them, which says that the scope of any project is greater than you think. It may be as well to bear this in mind at the outset and circumscribe the area of investigation tightly by making it very specific.

\(^1\) Murphy's law (also known less politely as "sod's law") is really three laws, applying to any human enterprise, and stating about it that:
- it will take longer than you think,
- it will cost more than you think, and
- if anything can go wrong, it will.
Access to pupils
As can be seen from the above, we needed access to a large number of pupils representing the full range of ability if we were to be able to claim any general as well as experimental validity for our findings. The number of pupil performances has now grown to well over 1000, each representing a different pupil.

As teacher-trainers, we have been in the fortunate position of being in contact with a network of teachers in different kinds of school, who were willing to allow us access to their pupils. That willingness arose from their knowing us well enough to be sympathetic to the objectives of our research and to be assured that confidentiality would be respected. We in turn could count on them to administer our tests and adhere faithfully to our instructions, thereby saving us the virtually impossible task of going into each of their classes ourselves at some agreed time.

Researchers who do not have a ready-made relationship with the teachers whose pupils they wish to use as subjects should probably budget time for building up a relationship before administering any tests. One way is to offer to share some teaching with the teacher, who is then more likely to see the researcher in the role of a colleague rather than some daunting external ‘expert’.

Teachers not only offer access to their pupils. If they are well disposed to the research and have taken time to understand its aims, they are much more likely to dispose the pupils favourably towards it, and without the willing cooperation of pupils, little of value can be achieved. Even with teacher support, pupil cooperation may not always be forthcoming:

‘Despite earnest entreaties from all sides, this pupil steadfastly declined to participate in this part of the project.’ (Comment about a pupil in one of the classes involved in our project.)

Access to pupils needs to be complemented by access to their syllabus and to the textbooks they have used in order to find out what, and possibly in what way, they have been taught. We were fortunate enough to have such access as well.

Eliciting the language

Task criteria
In devising tasks that would elicit from our learners representative samples of their communicative performance, we attempted to satisfy a number of criteria:

1. The tasks should sample both spoken and written performance and both narrative and transactional competence.
2. They should be tasks that the pupils had been taught to perform.
3. They should be tasks that they might have to perform in ‘real life’ (so situation, role, partner and purpose should be clear to them).
4. They should elicit some common message content to allow comparability between different pupils’ performances.
5. They should be capable of being administered by the class teacher, and normally within the confines of a single lesson.

We did not anticipate any conflict between criteria 2 and 3 since the curriculum for the Bavarian schools where our German pupils were taught stipulates that English is to be taught for purposes of practical communication. There might, however, be tension between criteria 3 and 4 – as so often in language testing between the demands of validity and reliability – since too tight a control of meaning might jeopardise the attempt to simulate real life.

Our tasks were:

1. replying to a letter from an imaginary pen-friend;
2. reporting witnessed events;
3. making a youth-hostel booking by phone.

Controlling the message (criterion 4) in task 1 consisted in making the pen-friend’s letter a ‘letter of elicitaton’, which asked for specific information and called forth certain speech functions. In task 2, we used a series of pictures showing the course of events. In task 3, the role of the hostel warden was pre-recorded and the pupils were given a flow-chart telling them what they had to ask. Since the pupils in task 3 were supposed to be ringing on behalf of a group of German pupils on holiday in England, the flow-chart instructions (‘Ask him...’, ‘Tell him...’ etc, given in German) corresponded to the real-life situation of a young German in an English phone-booth being told by friends what to say.

Task instructions
Task instructions are of two kinds – those concerned with the administration and those concerned with the execution of the task. The first address the teacher, the second the pupil.

Instructions need to be carefully thought through and very explicit. If they are not, there is a considerable risk of the data being invalidated. In our spoken tasks, pupils often made an appeal for help in their native language. Sometimes, it was really only a comment or an expression of frustration, to which the pupil probably did not expect a reply, eg ‘Was heißt ‘verhaften’?’ (‘How do you say ‘verhaften’ [=arrest]?’). We had assumed that the teacher would not respond to such appeals: we were, after all, interested in the strategies pupils employed for coping with linguistic deficits (in the above case, the pupil after a pause used an approximation — ‘stop’). However, in one case, the teacher helped pupils with whispered prompts, and a whole set of data had to be abandoned.

If the researcher plans to administer a task personally, then the temptation to neglect explicit instructions is great. They should nevertheless be written down, as if they were addressed to someone knowing nothing of the research. In that way, comparability between
different administration occasions and accurate reporting of procedures can be ensured.

**Pre-testing tasks and instructions**

However good one's powers of anticipation are, problems will arise that have not been foreseen. To discover and eliminate them, some form of pre-testing is essential.

We used three kinds of pre-test:

1. A rapid, informal pre-test with colleagues (of the kind 'Could you take this test away and have a go at it when you have a moment? I want to see if there are any problems I haven't foreseen') was easy to organise and did not 'use up' valuable real subjects. It served to identify any fundamental problems with the task or the instructions.
2. A pre-test with learners comparable to our ultimate subjects served to establish whether the task actually fulfilled criteria 2, 4 and 5 above.
3. A pre-test with a peer group of native speakers was used to see whether the task appeared to fulfil criteria 3 and 4.

The learners needed for the second and third types of pre-test are potential suppliers of data and therefore a precious commodity. Care with the formulation of instructions and judicious use of the first type of pre-test may well mean that no further problems arise and that pre-tests 2 and 3 yield usable data.

**Preparing data for analysis**

**Written data**

As a first step in our analysis, we wanted a number of native speakers to identify what they considered to be errors in the learners' performances. For written tasks, the most convenient way of doing that was for them to mark directly the offending portions of text. Obviously, the original manuscripts could be photocopied in a sufficient number of copies, but we judged it expedient to prepare typewritten versions, because, on the one hand, they could allow more space between lines for marking and, on the other hand, we did not want the irrelevant factors of handwriting quality and neatness of presentation to influence the judges. Also, typewritten versions would be less tiring to work with. We were careful, however, to preserve the spelling and punctuation of the original handwritten versions and also any alterations the pupils had made, which might serve as important clues to self-monitoring or the use of strategies of communication (see Example A). Each transcript was given a letter and number code to identify the task, the origin of the pupil (school type, class) and the individual pupil whilst preserving the anonymity of both school and pupil.
EXAMPLE A

Transcriptions of written test

Pupil's handwritten version:

It was standing very high in one of my shelves, so I had to climb up. While I did so, the young men probably took a little suitcase-radio and threw it fast into his bag. When I came down with the radio-recorder which he has ordered, he suddenly said that he doesn't want this piece anymore. It would be too expensive, he said. While going out leaving my shop suddenly the little suitcase-radio sounded from his bag.

Typewritten version:

It was standing very high in one of my shelves, so I had to climb up. While I did so, the young men probably took a little suitcase-radio and threw it fast into his bag. When I came down with the radio-recorder which he has ordered, he suddenly said that he doesn't want this piece anymore. It would be too expensive, he said. While leaving my shop suddenly the little suitcase-radio sounded from his bag.

Spoken data

Transcriptions were even more essential for the processing of spoken data, which had been recorded on cassette tape. Although tapes can easily be copied and are essential to judges assessing factors such as pronunciation, fluency and comprehensibility, it is unnecessarily time-consuming to use them to identify errors.

However, transcribing natural spoken language is no straightforward matter. It contains all manner of false starts and hesitation phenomena, such as pauses, sound lengthening and hm's, as well as non-linguistic sounds, such as coughs and laughs. Learners' language contains additionally distortions of the standard language patterns of sound, stress and intonation. Decisions have to be taken on how much of all that should be transcribed. Consider the three transcriptions in Example B of the same spoken text, produced by a pupil performing our second task.

The first of these transcriptions is the easiest to read and is perhaps the most suitable for evaluating message content. The second simplifies the
assessment of monitoring (in Krashen’s sense, 1981) by its clearer identification of words rejected by the speaker (shown in [ ]). It also shows hesitation phenomena, particularly sound lengthening, much more fully and consistently. For the identification of communication strategies, that may be a valuable indication of whether or not the learner is experiencing a problem. The distinction between accepted and rejected words and the accurate timing facilitate studies of vocabulary density and speech rate. The third transcription adds a narrow phonetic transcription to the information given in the second and, for comparison, an RP version of the same text. This version permits a detailed investigation of pronunciation (Pascoe 1987).

All three transcriptions were used in conjunction with the sound recording from which they were taken. For most of our analyses (see below), we found that the second transcription gave clear, accurate and adequate information, and was a good compromise between comprehensiveness and ease of reading. Its most valuable feature was the consistent use of a set of transcription conventions (given in Example B).

For close analysis of spoken language, an accurate, detailed transcription of the third kind is an invaluable, probably essential, resource. It should be stressed, however, that transcriptions of both the second and the third types are enormously time-consuming to produce, a fact that needs to be taken into account when planning the collection of data. We were fortunate in having the help of a trained phonetician for this arduous task.

EXAMPLE B

Transcription of spoken text

Transcription 1:
Half an hour ago, a man came into my shop and wanted to buy a radio. Um, he showed me a radio behind me, and so I had to climb up a ladder. [θtendin]
When I cl’ / I’m / I was standing at the ladder, he took the radio which was standing at the table and put it in his bag. Uh, while he put it / while he put it in the bag, he he wasss / he was clicking the radio on. Th2 / Then, he wanted to go out, but I heard the melody which is which came in the radio. Th2 / Then I run behind him, and I wanted to stop him. At the street, a policeman help me to stop him.

Transcription 2:
Half an hour ago, a man came into my shop and wanted to buy a radio. [?əm He show..] He showed me a radio behind me, and so I had to climb up a ladder. When [I cl] [I’m] I was standing at ze: ladder, he took [ze ri] a radio which was standing at the table and put it in his [beck] [?ə While he put it] While he put it in that [beck] [he:] he was clicking the radio on. [Z] Zen he: wanted to go out, but I heard ze melody [which is] which came in the radio. [Ze] Zen I run behind him, and I wanted him. At ze street a policeman help.. me to stop him.
Conventions used for transcription 2:

Symbols

- voiceless sound. Thus m = a voiceless m, ie exhalation through the nose with closed lips.

\textit{right} whole word spoken in a whisper

\textbackslash{}dental or alveolar click

? glottal stop (only indicated in hesitation sounds)

\textbackslash{} preceding sound is extra-long due to hesitation (a colon is never used as a punctuation mark, only to indicate extra length)

\textbullet{} indicates that the following sound is made with an ingressive airstream. Thus \textbullet{}h = inhalation through the mouth, \textbullet{}m through the nose with mouth closed.

head realisation is ambiguous; the word as pronounced might be either 'head' or 'hat'—going by pronunciation alone, the top word would be the more likely.

.. slight pause

... longer pause

.... unusually long pause

..... extremely long pause of several seconds

(10 secs.) length of particularly long pauses

\texttt{[but]} non-accepted words, ie words 'cancelled' by the words immediately following them. Hesitation sounds between or following non-accepted words are included in brackets, hesitation sounds between accepted words are not put in brackets.

|| syntactical break (eg when a sentence is abandoned)

\texttt{[but]} non-accepted words having no syntactical connection with what precedes or follows them

\texttt{[oder]} German words (by definition non-accepted)

\texttt{(Yes)} words not spoken by the pupil but by teacher etc.

immediately stress put incorrectly on indicated syllable

ve(ry) sounds in brackets not pronounced at all, but inferred

transistor-radio word pronounced as a compound, with only one main stress, on first element

"Help!" exclamation mark only used if appropriate 'shouting' intonation is used (very rare!)

\texttt{o-kay} teacher and pupil speak simultaneously
Counting Conventions

don't words including an apostrophe = 1 word
help-shouts words including a hyphen = 2 words
hesitation sounds by definition = 1 syllable, so eg 'sm = 1 syllable, 1
hesitation sound, mhm = 2 syllables, 2 hesitation sounds
(h-h) various kinds of laugh, usually polysyllabic, always
disregarded for counting purposes
in RP syllable-count not made direct from pupil's text (too much
work, too indeterminate), but by reading accepted text in
RP and counting the syllables.

Transcription 3:

4 [ou] for /əʊ/
4 [ə] " /ə/.
1 [ə] " /ə/.
9 [ə] ramp.

A
1 ə avv. - 13 - -
2 u cow - 5 2 1
3 u cow - 17 - -
4 h - 6 - -
5 h wknm 4 - 5 -
6 h wknm - 1 - -
7 h wknm - 1 - -
8 h wknm - 1 - -
9 h wknm 1 - 1 -
10 h wknm - 1 - -
11 w 5 5 - -
12 w - - -
13 w - - -
14 w 9 - -
15 u 5 - 18
16 u 1 - -
17 u - - 6
18 u 9 - -
19 u 1 - -
1-19: 53 45 37

B
7 [ə] 7 - -
9 [ə] 7 - 2
10 [ə] - 2 -
11 v - - -
12 v 5 5 -
13 v - - -
14 v - - -
15 v - - -
16 v 9 - -
17 v - - -
1-19: 53 45 37

C
20 0 - - -
21 5 4 5 -
22 3 - - -
23 d 6 1 -
24 d 7 1 -
25 d 9 - - -
26 d 8 - - -
27 b 7 - -
28 t 25 2 9
29 d 12 6 3
30 k 6 - 2
31 s 2 2 -
32 z - - 4 4
33 1 1 - -
34 d 1 - - -
35 d 1 - - -
36 d 1 16 3 -
37 a 2 - 1
38 u 3 - -
39 t 9 - - -
40 u 3 - - -
20-40: 117 24 26
41-51: 64 - 5

D
20 0 - - -
21 5 4 5 -
22 3 - - -
23 d 6 1 -
24 d 7 1 -
25 d 9 - - -
26 d 8 - - -
27 b 7 - -
28 t 25 2 9
29 d 12 6 3
30 k 6 - 2
31 s 2 2 -
32 z - - 4 4
33 1 1 - -
34 d 1 - - -
35 d 1 - - -
36 d 1 16 3 -
37 a 2 - 1
38 u 3 - -
39 t 9 - - -
40 u 3 - - -
20-40: 117 24 26
41-51: 64 - 5

Schuler RS 11
Half an hour ago, a man came into my shop and wanted to buy a coffee maker. I gave him the maker, but he wanted to get a radio instead. Then, he went to the radio.

[Man: He showed me a radio behind me, and...

...I had to climb up a ladder. When I climbed, I was standing on the ladder, he took a radio which was standing on the table and put it in his back. [While he put it,]

...he put it in his back, he was clicking the radio on. [As he wanted to go out, but...]

...I ran behind the radio. [As I ran behind it, he was the radio and...]

...I wanted to stop him. At an intersection, a policeman...
Evaluation of data
Our aim was to investigate communicative effectiveness – how well German pupils could transmit a message in English with limited linguistic means. That meant looking at the content of the message, the linguistic form in which it was encoded, and the interplay of the two.

Message content
What are the essentials of a message? Have they been successfully conveyed? Neither question can be answered simply, and both involve subjective judgment.

Essentials of message
How easily the essentials of a message can be established depends on the degree of control over content in the task set. Our first task – writing a letter – was very open-ended: the control of content was limited to the questions asked in the letter of elicitation. Answers to them could, however, be considered to be the essential core of the message. The 46 English pupils who wrote replies to the letter in fact gave the sort of information in their answers that we had hoped to elicit.

The series of pictures in our second task – reporting a theft to the police – was an attempt to illustrate the main links in a chain of events that constituted the attempted theft and the arrest of the thief. However, pictures are not reality and are open to different interpretations, though, in practice, these particular ones did not prove to be too ambiguous. A further drawback to using pictures to control content is that the speaker tends, in interpreting them, to assume that they are also in front of any listener, ie that they constitute shared knowledge and that certain things, therefore, do not need to be expressed.

Despite such problems, we felt that we could establish nine ‘bits of information’² essential to an adequate report of the incident. Unfortunately, they did not all appear essential to the control group of 34 English pupils who also performed the task, since only two of them conveyed all nine. On average, seven were conveyed, though not always the same seven. One English pupil, giving free rein to his fantasy, conveyed only one!

In our third task – the telephone conversation – the essentials of the message were clear-cut, since they were laid down by the flow chart. Not surprisingly, then, the twenty ‘speech acts’ that were involved were all performed by the English control group.

Success of message
Even when it is possible to break down the content of a message into discrete ‘bits of information’ or ‘speech acts’, it turns out to be a matter of subjective judgment whether or not they have been successfully

---

² The term is not employed here in the technical sense, used in information technology, of ‘binary digit’.
conveyed. We therefore used three independent native speakers as assessors in order to achieve a majority verdict.

It seems worth taking account not simply of success or failure but also of whether a particular fragment of the message is attempted or not. We used the chart shown in Example C for recording success of message.

This sort of record not only gives individual pupil scores (the rows) but also an ‘info bit’ score (the columns), i.e., it reveals which bits of the message are most often neglected and which ones pupils have most difficulty in expressing successfully. A pupil who makes no attempt to convey part of the message may have failed to do so because of lack of linguistic resources or because that part of the message did not seem essential. It would be misleading to equate the absence of an attempt with a failed attempt, as the performance of the native speakers shows, who often did not attempt to convey certain parts of the message. The use of a native peer group can play a valuable role in disentangling linguistic and cognitive problems. Overall, the English pupils conveyed only 74% of the information we regarded as essential to the message in task 2. Whatever the reason for that, it was clearly not a lack of linguistic resources, as we might otherwise have assumed it to be with the German pupils, who overall attempted 72% of our message essentials.

**Language form**

**Errors**
What kind of errors do German pupils commonly make in English; why do they make them; what consequences do their errors have for their communicative effectiveness? We adopted a classical approach to the analysis of linguistic error: identify the errors, describe them and explain them (cf. Corder 1974).

1. **Identification**
Error has nearly always played a major role in assessing foreign language proficiency, presumably because deviance from native norms is the most striking characteristic of ‘foreigner talk’ and because error is thought to be amenable to objective measurement. But the objectivity is illusory: for the 2095 ‘errors’ identified by five native judges in sixty pupil letters in task 1, there was agreement on only 1045, i.e., roughly half. By ‘agreement’ is meant only that at least three of the five markers identified the error; unanimous agreement was rare (Green and Hecht 1985). In fact, only a minority of errors — spelling errors and some morphological errors (like ‘caught’) — can be seen objectively as errors without reference to a context. The amount and kind of context to be considered for the rest often involve subjective judgment. It seems necessary, therefore, to use at least three independent judges and to treat as errors only what offends at least two of them (our practice for tasks 2 and 3).

We made use of the ‘error survey chart’ shown in Example D for this
process. The first column shows sufficient of the immediate context of the 'error' for it to be located in the text. The next three columns show which of the three markers identified it, whether they regarded it as slight, medium or severe, and what category they assigned it to (see next section). The summary column gives each majority error a serial number and records its majority category and gravity.

2. Description
Errors can be classified in several ways, eg as 'local', ie affecting single elements in a sentence, or 'global', ie affecting overall sentence organisation (Burt and Kiparsky 1972) or, more commonly, by assigning

**EXAMPLE C**

**Information bit record sheet**

<table>
<thead>
<tr>
<th>Pupil no.</th>
<th>Information bit no.</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5 6 7 8 9</td>
<td>✓ (✓) -</td>
</tr>
<tr>
<td>xyz 1</td>
<td>✓ ✓ (✓) ✓ ✓ - ✓ ✓ ✓</td>
<td>4 3 2</td>
</tr>
<tr>
<td>xyz 2</td>
<td>✓ - (✓) ✓ ✓ ✓ ✓ ✓</td>
<td>5 3 1</td>
</tr>
<tr>
<td>xyz 3</td>
<td>✓ ✓ (✓) ✓ ✓ - ✓ ✓ ✓</td>
<td>5 2 2</td>
</tr>
<tr>
<td>xyz 19</td>
<td>✓ - (✓) ✓ ✓ - ✓ ✓ ✓</td>
<td>3 3 3</td>
</tr>
<tr>
<td>Totals</td>
<td>19 12 0 2 4 4 14 4 12</td>
<td>71</td>
</tr>
<tr>
<td>✓</td>
<td>0 1 13 5 14 1 3 1 1</td>
<td>39</td>
</tr>
<tr>
<td>(✓)</td>
<td>0 6 6 12 1 14 2 14 6</td>
<td>16</td>
</tr>
<tr>
<td>-</td>
<td>100 68 68 37 95 26 90 26 68</td>
<td>64</td>
</tr>
<tr>
<td>Attempt rate %</td>
<td>100 92 0 29 22 80 82 80 92</td>
<td>65</td>
</tr>
</tbody>
</table>

✓ = succeeded
(✓) = attempted
- = omitted
## Example D

**Error Survey Chart**

<table>
<thead>
<tr>
<th>Pupil No: xyz1</th>
<th>Marker 1</th>
<th>Marker 2</th>
<th>Marker 3</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Error in Context</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>What cost...</td>
<td>x 1</td>
<td>x 1</td>
<td>x 1</td>
<td>1 1 2</td>
</tr>
<tr>
<td>I call...</td>
<td>x 3</td>
<td>x 3</td>
<td>x 3</td>
<td>2 3 2</td>
</tr>
<tr>
<td>Lunch...</td>
<td>x 5</td>
<td>x 5</td>
<td>x 5</td>
<td>3 5 3</td>
</tr>
<tr>
<td>We are...</td>
<td></td>
<td>x 6</td>
<td></td>
<td>3 5 3</td>
</tr>
<tr>
<td>Please tell me... etc...</td>
<td>x 8</td>
<td>etc.</td>
<td>etc.</td>
<td>4 8 2</td>
</tr>
<tr>
<td>air (= R)...</td>
<td>x 5</td>
<td>x 10</td>
<td>x 10</td>
<td>24 10 3</td>
</tr>
</tbody>
</table>

**GPE** (general pron. errors)

1. No. of majority errors: 24
2. No. of accepted words: 97
3. Error rate (correct to one decimal place): 24.7

\[
\left[ \frac{100}{x} \right]
\]
them to grammatical categories. Our classification was a combination of these two types of category in that it included both grammatical categories and a category called 'discourse organisation' (Example E).

Our purpose in carrying out an error analysis was largely a pedagogic one — feedback to teachers on the incidence of error, the areas of language most affected and error gravity (impact on message and degree of irritation). It seemed therefore appropriate to combine classification and evaluation in order to detect patterns of interplay, e.g. which category of error is most or least likely to cause irritation or lead to a breakdown of meaning. It is interesting that discourse errors, which are a major source of misunderstanding and irritation, were errors to which non-native teachers of the language were least sensitive. They made their judgments of error gravity much more at the level of sentence and form than at the level of discourse and meaning. Native English pupils, on the other hand, were very sensitive to discourse errors made by German pupils (Green 1985).

The definition of error categories is somewhat arbitrary and there is bound to be a certain amount of fuzziness at the category boundaries. Some subjectivity in the assignment of errors to categories is therefore inevitable. Gravity of error is entirely a matter for subject judgment, though there is often good agreement between judges. Again, therefore, at least three assessors are necessary, and categories should be carefully defined.

**EXAMPLE E**

**Error category/gravity chart**

<table>
<thead>
<tr>
<th>Error category/gravity chart (Summary)</th>
<th>total</th>
<th>no gravity agreement</th>
<th>gravity</th>
</tr>
</thead>
<tbody>
<tr>
<td>total number of errors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Syntax</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>2 Morphology</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>3 Tense</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>4 Preposition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Concept</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 Collocation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7 Non-existent word</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8 Choice/Appropriacy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 Discourse organisation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 Phonetics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no category agreement</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. Explanation

Of all the stages in a traditional error analysis, the attempt to explain errors, to find their source or cause, is perhaps the most speculative. On the other hand, since errors are the most obvious characteristic of learners’ language and are generally considered to be the product of an interim, deviant language system, they can offer important insights into the process of language acquisition, particularly if they are studied over a period of time rather than at a single point in time.

That different research projects have come up with such different results when errors have been assigned to causes (cf. the widely varying percentages of errors attributed to L1 interference, Ellis 1986, p. 29) is perhaps due less to arbitrariness of assignment than to differing interpretations of terms such as ‘L1 interference’ and ‘overgeneralisation’, which lack any universally accepted definition. It may also be due to a failure to distinguish between error behaviour and error source. (See Example F, the chart on which we recorded error causes.) Our experience suggests that judges achieve an acceptable measure of agreement in explaining error once the terms are defined.

**Communication strategies**

Much has been written in recent years about ‘communication strategies’, how learners cope when their linguistic resources are inadequate or do not readily enable them to communicate the meanings they wish to express (eg Faerch and Kasper 1983). So far, much of the discussion has been theoretical, without the support of any extensive research evidence. One of the aims of our project is to look at the use of strategies in all our productions and to relate them to different levels of proficiency and different areas of language.

There is a considerable problem of identification with communication strategies. For example, one pupil said:

and he pointed [on some] on a radio that am stands behind me [on a] [was heißt “Regal”?] on [a:] a board.

That pupil was undoubtedly experiencing a problem with expressing the concept ‘shelf’ and using a strategy of approximation. Another said:

he pointed to the one [behind it... behind me.

Was that pupil using an avoidance strategy, because the word ‘shelf’ was not available, or was that simply the way the pupil chose to express the meaning conveyed by the pictures? Probably the latter, since the pupil in question was a native speaker of English and could certainly have produced the word ‘shelf’ if it had seemed appropriate. But what if the pupil had been German? In all cases where we believed we could identify a communication strategy, we looked for evidence of a problem before

---

3 German for ‘How do you say “shelf”?’
## EXAMPLE F

### Error cause chart

<table>
<thead>
<tr>
<th>Error cause chart/School type:</th>
<th>Pupil no:</th>
<th>Task:</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1 LANGUAGE 1. Structural difference ...</td>
<td>PUPIL language transfer</td>
<td></td>
</tr>
<tr>
<td>2. Divergent learning structure in L2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2 3. Offers major clear pattern or rule, e.g. -s plural, &quot;mark past tense&quot;</td>
<td>overgeneralisation of rule or pattern overextension</td>
<td></td>
</tr>
<tr>
<td>4. Lack of contrast between L2 items</td>
<td>Ranschburg confusion</td>
<td></td>
</tr>
<tr>
<td>L1/L2 5. between L2-L1 items</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PUPIL 6a. Lack of concept refinement</td>
<td>overextension of lexical item or grammatical category</td>
<td></td>
</tr>
<tr>
<td>6b. Awareness of breakdown in linguistic resources</td>
<td>e.g. coinage or simplification strategies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>language switching</td>
<td></td>
</tr>
<tr>
<td>7. Slip of the brain</td>
<td>unmonitored behaviour</td>
<td></td>
</tr>
<tr>
<td>8. TASK</td>
<td>unsystematic use of tense</td>
<td></td>
</tr>
<tr>
<td>9. TEACHER/TEXTBOOK/SYLLABUS</td>
<td>'transfer of training'</td>
<td></td>
</tr>
<tr>
<td>10. Ambiguous</td>
<td>erroneous behaviour</td>
<td></td>
</tr>
</tbody>
</table>

accepting it as such. Was the imagined strategy preceded by a pause, a lengthening of a phoneme, a false start or an appeal for help? Once again, the careful transcription exemplified in Example B greatly facilitated the search for such evidence. Thus, the German pupil who said:

"I am it was. It stands. It stood. It stood "

was assumed to have employed an avoidance strategy. Useful evidence was also provided by what those pupils said who performed the task in their own language – both German pupils in German and English pupils in English.
**EXAMPLE G**

Pupil No.

**Production Strategies**

*Resource expansion strategies:*

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>foreignising (L₁/L₃)</td>
</tr>
<tr>
<td>b)</td>
<td>coinage/loan-translation (L₁ based strat.)</td>
</tr>
<tr>
<td></td>
<td>coinage (L₂ based strat.)</td>
</tr>
<tr>
<td>c)</td>
<td>language switching (L₁)</td>
</tr>
<tr>
<td>d)</td>
<td>appeal for help/tolerance</td>
</tr>
<tr>
<td>e)</td>
<td>lexical approximation (L₂ based strat.)</td>
</tr>
<tr>
<td></td>
<td>1. too specific</td>
</tr>
<tr>
<td></td>
<td>2. too general</td>
</tr>
<tr>
<td></td>
<td>3. co-hyponym</td>
</tr>
<tr>
<td></td>
<td>4. overextension</td>
</tr>
<tr>
<td>f)</td>
<td>circumlocution (L₂ based strat.)</td>
</tr>
<tr>
<td>g)</td>
<td>bypassing/grammatical approx. (L₂ based strat.)</td>
</tr>
</tbody>
</table>

*Avoidance strategies:*

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>abandonment of m.</td>
</tr>
<tr>
<td>b)</td>
<td>modality reduction</td>
</tr>
</tbody>
</table>

**Fillers:**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>first word(s) of planned utterance repeated because of</td>
</tr>
<tr>
<td>2.</td>
<td>last word(s) of utterance repeated because of</td>
</tr>
<tr>
<td>3.</td>
<td>lengthening of sound because of</td>
</tr>
<tr>
<td>4.</td>
<td>er/ium because of</td>
</tr>
</tbody>
</table>

**Self-correction:**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>phonetic</td>
</tr>
<tr>
<td>2.</td>
<td>lexical</td>
</tr>
<tr>
<td>3.</td>
<td>morphological</td>
</tr>
<tr>
<td>4.</td>
<td>syntactical</td>
</tr>
<tr>
<td>5.</td>
<td>semantic</td>
</tr>
</tbody>
</table>

**Prefabricated pattern:**
Monitoring
Monitoring, or self-correction, is another interesting aspect of learners’ language that is greatly facilitated by an accurate transcription. The square brackets in the examples above readily pick out points at which learners may be correcting their production or changing their plans. (They may, of course, also be coping with a production problem.)

There are many interesting aspects of monitoring, eg to what extent is it task-related, how often does it result in an improvement of the production, are different areas of language – pronunciation, vocabulary, grammar – differently affected, what variability is there between learners? Furthermore, what is the effect of monitoring on listeners: is the greater accuracy, which monitoring does seem to achieve, outweighed at some point by the irritation caused by the interruption of the speech flow, and if so, where is that point?

The charts on which we recorded communication strategies and self-correction are shown in Example G. The nature of our tasks meant that we were concerned only with production and not with comprehension.

Mechanical processing
Not all evaluation of learners’ language requires the painstaking, time-consuming scrutiny of the kind described above. Some of it can usefully, and probably more accurately, be undertaken by mechanical means. A computer program like the Oxford Concordance Program (Hockey and Marriott 1980) enables a very accurate assessment to be made of aspects of learner vocabulary such as word frequency, overall vocabulary, context, collocation, type-token relationships – all for the simple effort of typing the texts to be studied into the computer. Yet again, as spoken texts have first to be represented in writing, the type of transcription that clearly distinguishes between accepted and rejected words is invaluable.

Interplay of message and medium in communicative effectiveness
Communicative effectiveness in a foreign language is more than the successful transmission of a given message content: it also involves not diverting the listener/reader’s attention from the message to the form of the language by excessive deviancy of pronunciation of grammar, by inappropriacy of vocabulary, or by a speech flow that is constantly interrupted or fragmented by pauses for thought, monitoring, false starts or poor cohesion. What then is the interplay of message and medium in communicative effectiveness? Both a qualitative and a quantitative approach can be adopted in seeking answers to this question.

Qualitative
English pupils were asked to rank-order three pen-friend letters written by German pupils from the point of view of their willingness to take up a correspondence with their authors. They were also asked to explain their preferences. They showed a very good measure of agreement both in their choices and in their reasons (Green and Hecht 1987). The
open-endedness of this kind of procedure has the advantage of allowing any potentially useful but unexpected insights to emerge. The data, however, are very difficult to summarise fairly.

Quantitative
Attempts to break down communicative proficiency into separate factors such as pronunciation, accuracy, appropriacy, message content (eg Carroll 1980) raise many contentious questions such as whether such proficiency is ‘unitary’ or ‘divisible’ (Vollmer 1981).

We asked a large number of ‘reactors’ – some seventy native English speakers and a roughly equal number of German teachers or trainee-teachers of English – to listen to seven recorded performances of our second task (the picture report) and assess them on a five-point Likert-type scale for ease of understanding, appropriacy of language, pronunciation, grammatical accuracy, fluency, pleasantness, message content and overall effectiveness. The reactors were not given the pictures which the pupils had had.

A number of interesting questions can be asked of the statistical data yielded by such a procedure, eg are judges capable of assessing so many different performance factors independently or do they, as has been suggested (eg Walker 1983), tend to assess the same thing over and over again? Is their judgment of overall effectiveness based on an amalgam of factors or is it strongly influenced by one or two of them? Does, for instance, a judgment that a speaker was very good overall really mean no more than that the speaker had, say, a very good pronunciation?

A further interesting area of investigation is the matching of such subjective judgment with more objective information. How, for example, does reactors’ assessment of message content relate to the number of information bits recorded for the speakers concerned or their assessment of grammatical accuracy to the actual number of errors recorded or their perception of fluency to the measured speech rate?

The difficulty for many linguists is coping with the statistics involved in processing such data – not so much in handling the data at the computer level (that is relatively easy with the aid of modern statistical packages) but in knowing what statistical procedures to invoke and how to interpret the results when they are applied. Statistical primers (such as Greene and D'Oliveira 1982, Kenny 1982) are helpful for understanding basic procedures. When it comes to deciding on appropriate procedures for seeking answers to questions such as those raised above, one really needs expert advice, and that, after the event, is not always easy to come by. It is much better, if possible, to have a statistical consultant associated with any larger scale investigation from the outset, so that advice can be given not only on the actual statistical processing but also on the most convenient and appropriate way of collecting and codifying data.

Supplementary investigations
When the data from any project are examined, questions are usually
thrown up which were not originally foreseen. For example, our learners made most grammatical errors in the area of tense usage (and to a lesser extent tense formation) despite the fact that tense occupies a central part in the teaching they had had. The question then arises whether the pupils had failed to learn what they had been taught or whether they had been given a competence which they were unable to convert into performance in communicative tasks, where the focus was on meaning. Such questions have led us to conduct many supplementary investigations with a limited specific aim, in the latter case, for instance, to administer both recognition (multiple-choice) and productive (gap-filling) tests of tense usage in the areas where there was most breakdown in actual use.

This kind of supplementary investigation is one of the areas where the law of project proliferation mentioned at the outset most easily applies. A technical difficulty that this creates is the large number of data tables and the ease of getting them confused if, as is often the case, they have to be expanded or revised. It is a wise precaution, we have decided, to date each table as it is produced.

**Conclusion**

The outcome of any investigation of learners' language must first and foremost accurately represent the language of the actual learners who were investigated. The investigation must have *internal validity*. However, if the results are to be of value outside their original context, they need to have *external validity* as well. That is, they must be broad-based and representative enough to be generalisable to other, similar learners.

Where that is achieved, classroom-based research may help us to a better understanding of how pupils learn and specifically

- what learning and communication strategies they use;
- how those strategies develop over the years;
- how long it takes them to apply in free communication what they have learnt in controlled practice in the classroom (the 'incubation period').

Presenting results may, however, pose something of a dilemma. Many of those who would benefit from the research could easily be put off by the rather technical language that is needed to address questions of internal and external validity (Campbell and Stanley 1963). It may therefore be advisable to present results in two reports, the first permitting proper scrutiny of research procedures and the second giving direct access to practical outcomes without the technical details (but with reference to where they may be found). Unfortunately, if researchers do not themselves suggest legitimate applications for their research results, there is a risk that others may suggest less legitimate ones.

One legitimate application of the results of classroom-based research should be to offer feedback on how efficient the teaching of skills and language systems has been, to syllabus designers, course-book writers
and teachers. Ideally, they should not merely be the passive recipients of research but active participants in it, drawing on and contributing to a centrally-based corpus and thus continually increasing its representativeness. A very suitable base for such a corpus is a teacher-training establishment, where graduate students can become involved in classroom-based research from the outset, advancing it in the short-term whilst laying foundations for future research.

References


Researching Teachers: Behaviour and Belief

Tony Lynch

Institute for Applied Language Studies, University of Edinburgh

Teacher roles
Research into the process of teaching foreign languages has tended to focus on tangible classroom events – teaching as action, teacher as actor or agent. Moreover, attention has often been concentrated on one specific aspect of the teacher’s classroom performance, in order to flesh out our picture of how teachers enact their various classroom roles. The roles that have been studied in most detail so far include the following:

- the teacher as producer of language (eg FL Teacher Talk)
- the teacher as eliciter/encourager of learner language (eg questioning strategies)
- the teacher arbiter/corrector of learner language (error-handling)
- the teacher as explainer of language (metatalk, reformulation)

The teacher’s role as language producer has been studied in work on Teacher Talk, which initially involved teachers’ modifications of input (eg Henzl 1974), then turned to investigations of discourse adjustments (eg Hatch 1978), leading on to recent research into the differential effects of the two on learners’ comprehension (Pica, Young and Doughty 1987). It is worth stressing Chaudron’s (1988) point that foreign language teacher talk is not a specific linguistic genre, but lies at the intersection of three areas of language use – general (ie native/native) communication strategies, classroom talk and foreigner talk. This serves as a general reminder of the permeability of categories of behaviour that the analyst may wish to set up.

The way that teachers elicit or encourage target language production by their students has formed the focus for studies of teacher questioning strategies, associated in particular with the work of Long and Sato (1983). They compared the questions occurring in informal native/non-native conversation and teacher/learner interaction in the L2 classroom, and summarised their findings in this way:

whereas display questions predominate in EFL instruction... they are virtually unknown in informal NS-NNS conversation. Conversely, referen-
tial (information-seeking) questions, which predominate in NS-NNS conversation outside classrooms (76% of all questions asked) made up a mere 14% of questions asked by teachers. This result suggests that, contrary to the recommendations of many writers on L2 teaching methodology, communicative use of the target language makes up only a minor part of typical classroom activities. ‘Is the clock on the wall?’ and ‘Are you a student?’ are still the staple diet, at least for beginners, (Long and Sato 1983:280).

Until recently, following their main conclusion, it has been claimed that teachers whose questions to learners demanded genuinely informative answers (that is, answers unknown to the teacher) were doing more to assist their students’ communicative competence than teachers who relied on ‘display questions’ to which they already knew the answer. However, van Lier (1988) challenges this assumption – what we might term the authenticity argument – that what matters about teachers’ elicitations is that they should lead to informative interaction. We will return to his alternative proposal shortly.

The other two aspects of teachers’ classroom performance (in their roles of explainer and arbiter/corrector) both involve the ways in which they respond to potential crisis points – points in the discourse where the learners either fail to understand the target language (whether produced by the teacher or another learner) or fail to produce the target language acceptably.

The evidence available so far allows us only limited and tentative conclusions. Mitchell, Parkinson and Johnstone (1981) offer some support for the view that an increased quantity of metatalk (grammatical explanation) is associated with relative success in target language learning. However, their data provides evidence of correlation, not necessarily of cause and effect. It is quite possible that teachers feel more able to use metatalk with learners who seem to be making relatively good progress, rather than that it is the use of such explanation that leads to better learning.

Similarly, on the issue of error handling, there is little firm evidence for what must surely be the view of the majority of language teachers, namely that corrections lead to learners’ progress – or, in its weaker version, that without correction by the teacher there will be no improvement. Such evidence as there is suggests that teachers’ corrections have a greater effect on syntax than on pronunciation (Ramirez and Stromquist 1979).

One of the things that these studies have in common, from the point of the practising teacher, is that they show the importance of the individual’s underlying assumptions about how people best learn languages in the classroom. Teachers’ options within the four roles investigated so far could be encapsulated by asking the following questions (chosen from many possible):

1. Teacher as language producer: Is it better to say things once slowly or to repeat everything you have said?
2. *Teacher as eliciter:* Is it better to ask Wh or yes/no questions?
3. *Teacher as explainer:* Is it better to use the learners’ mother tongue or the target language to explain vocabulary that is causing them difficulty?
4. *Teacher as arbiter/corrector:* Is it better to give the learner a second chance (i.e., self-correct) rather than to supply the correct form yourself?

Individuals’ answers to these sample questions could well be on the lines of ‘Well, it depends on . . .’ and the variables would presumably include such factors as learners’ level, age, and aptitude. In coming to decisions as to which of the wide range of factors to take into account in selecting options for action, the teacher draws on experienced-based beliefs. The way in which such beliefs underpin classroom behaviour might be expressed in the following diagram:

<table>
<thead>
<tr>
<th>Actions</th>
<th>proactive</th>
<th>reactive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Producer of language</td>
<td>Explainer of language</td>
</tr>
<tr>
<td></td>
<td>Eliciter of language</td>
<td>Arbiter of language</td>
</tr>
</tbody>
</table>

Beliefs

Believer (Convert?)

**Behaviour and belief: a sample study**

Having briefly summarised the roles that have been studied so far, I propose now to illustrate the value of classroom research data in showing the effect of individual teachers’ beliefs about the teaching/learning process—in other words not only in establishing what teachers do but also in analysing (or allowing them to analyse) why they do it. Although teachers may be *actors* in that one part of their professional activity is to bring to life teaching texts written by others, they are in an important way also *agents*, taking their own decisions and responding to their individual mental scripts—sets of principles about what is advisable or necessary in the classroom.

The study I will be referring to is one that set out to investigate the common belief that teachers’ decisions to adopt specific classroom procedural options depend on the learners’ level. It was designed to compare what happened when different teachers used the same language teaching material with EFL classes at different levels of proficiency: post-elementary, intermediate, and advanced.

The materials were in fact originally developed for use in a mother tongue context, as part of a project conducting basic research into the
listening competence of secondary school pupils in Scotland\textsuperscript{1}. The researchers found evidence confirming findings from an earlier study of younger native listeners (Robinson 1981), which showed that children lacked judgment about the adequacy of messages and tended to blame themselves as listeners when they failed to understand what were in fact unsatisfactorily vague or ambiguous texts.

In the Scottish study, training materials were scripted to contain some of the inconsistencies and ambiguities that naturally occur in real life discourse. The classroom procedure was that the pupils were played an audiotape and they had to respond to the message in various ways. In each case they had to complete some sort of tasksheet; in order to do so, they were required to recognise when they were experiencing problems of comprehension and to take appropriate action. When any individual listener had a problem following what had just been said, they were to ask the teacher to stop the tape. As a group, the learners then had four possible options:

1. to have the tape replayed;
2. to play on and see if the next part of the text solved their problem;
3. to ask the teacher for additional, clarifying information;
4. to discuss the difficulty with the other listeners and see if any of them had a plausible interpretation.

This classroom procedure was intended to result in a re-alignment of classroom roles, so that learners would be encouraged to take the initiative in getting the help they required to understand the message. They were made responsible both for the timing and for the content of questions that might enable them to solve their current problem. The teacher was to provide only the information that the learners specifically asked for.

Such a change of teacher and learner roles is supported from two different perspectives on the foreign language classroom – one emphasising the linguistic benefits of that change, the other the social/interactional. In comparing different forms of discourse modification by teachers, Pica, Young and Doughty conclude:

Facilitating input comprehension in classroom settings \ldots requires a teacher-student relationship and patterns of classroom interaction that are radically different from the pattern of teacher elicitation, student response, and teacher feedback \ldots It also requires contributions from learners that are geared toward understanding input and not simply toward providing formally correct speech. (Pica, Young and Doughty 1987:754)

More recently, van Lier (1988) has addressed the wider issue of the classroom as a setting for social interaction. He considers the ways in

\textsuperscript{1} The project (JHH/190/1) was funded by the Scottish Education Department and was directed by Professor Gillian Brown at the University of Edinburgh in 1982-85. The main research is summarised in Brown, Anderson, Shadbolt and Lynch (1987). For details and analysis of the L2 classroom study, see Anderson and Lynch (1988).
which questions (and the questioner) exert social control and argues that whether teachers ask display or real questions may well turn out to be unimportant. What is important is the way in which control over discourse is maintained by the teacher or made available to the learners:

Discourse studies . . . of questioning strategies in practical everyday contexts shed considerable light on the controlling power of questions. It is important to point this out since the practice of questioning in L2 classrooms, pervasive though it is, has so far received only superficial treatment . . . An analysis must go beyond simple distinctions such as display and referential questions, yes/no and open-ended questions, and so on, to investigate what different tasks questions set, and the different commitments they place on the answerer. (van Lier 1988:224)

I would like to focus on one particular aspect of my study of the classroom performance of students and teachers in the EFL setting: the way they approached problems caused by unfamiliar lexis. The reason for singling this out for attention here is quite simple. I assume that most language teachers would predict that the principal difference between learners at post-elementary, intermediate and advanced levels of proficiency would be their ability to cope with the (unmodified) vocabulary used in the cassette. Similarly, if asked to forecast differences in teachers’ tactics, they would probably say that the teacher with the weakest group would have to devote time to explanation of new lexical items.

In fact, the data support neither of these assumptions. Below are extracts from transcripts, showing all the questions asked by each group on the same activity (which involved marking in a route on a city map):

**Route-drawing task: Learners’ questions (to each other and to the class teacher)**

<table>
<thead>
<tr>
<th>Group A: Post-elementary</th>
<th>Group B Intermediate</th>
<th>Group C: Advanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>What to do?</td>
<td>What is Fragrant Lotus pagoda?</td>
<td>Replay?</td>
</tr>
<tr>
<td>Are you agree to repeat?</td>
<td>The first left?</td>
<td>Which way do you go back?</td>
</tr>
<tr>
<td>Right or left?</td>
<td>May I listen to the tape again?</td>
<td>What’s the national monument?</td>
</tr>
<tr>
<td>Go down?</td>
<td>Where is the national monument?</td>
<td>First left? (x2)</td>
</tr>
<tr>
<td>Ibrahim, what you understand?</td>
<td>Market?</td>
<td>Which road?</td>
</tr>
<tr>
<td>Turn left this one?</td>
<td>What is the national monument?</td>
<td>Like this?</td>
</tr>
<tr>
<td>This one?</td>
<td>Where we are going now?</td>
<td>Do you want me to replay?</td>
</tr>
<tr>
<td>Where is pagoda?</td>
<td>Which direction – right or left?</td>
<td>Silk mill?</td>
</tr>
<tr>
<td>Where is the door?</td>
<td>Can we listen to the last part?</td>
<td>Silk mill – where is it?</td>
</tr>
<tr>
<td>How will you know?</td>
<td>Which back?</td>
<td>Is the mill the factory?</td>
</tr>
<tr>
<td>Which one? (x3)</td>
<td>Near the beach?</td>
<td>Which factory?</td>
</tr>
<tr>
<td>Which one pagoda? (x5)</td>
<td>Is it to the right side?</td>
<td>Come back which way?</td>
</tr>
<tr>
<td>You didn’t understand?</td>
<td>Silk factory?</td>
<td>Nations Road?</td>
</tr>
<tr>
<td>Do you want to ask teacher?</td>
<td>But how?</td>
<td>Which door we use?</td>
</tr>
<tr>
<td>But how can you turn left?</td>
<td>Go back?</td>
<td></td>
</tr>
<tr>
<td>When did you turn right?</td>
<td>You mean Nations Road?</td>
<td></td>
</tr>
<tr>
<td>How do you sure?</td>
<td>/sukune/ – what does it mean?</td>
<td></td>
</tr>
</tbody>
</table>

2 For further discussion, see Lynch (1988).
It will be clear that hardly any of the questions that the post-elementary learners asked were about vocabulary. Of a total of 47 questions, only two (in italics in the table) involved questions of lexical meaning; this was no more than the number asked by the more advanced Group B. So a basic finding of the study is a surprising one: that lexical unfamiliarity was less of a problem than might have been expected, given the range of language proficiency across the three learner groups. Against this background, let us examine the tactics deployed by one of the teachers, in two different situations, in relation to lexis-based difficulties.

**Situation 1**

In the first case, the reaction of Group A’s teacher to one particular comprehension problem suggests that her own perception of what was going on (and consequently how best to deal with the difficulty) was rather different from that of the students. In the following extract, the post-elementary group is trying to identify a location on their map which might correspond to the ‘silk mill’ mentioned on their tape. There are three possible candidates on their map: one item marked ‘tower’ and two marked ‘factory’.
Extract 1

Cassette: . . . The last stop on the tour is the silk mill.
Students: Silk mill?
Student O: It is the tower or . . . ?
Student Y: It's better to — uh — we need more information.
Student O: The silk mill in the tower or not?
Teacher: Do you know the meaning of mill?
Student K: Milk?
Student I: Mill.
Student M: Mill? It's the postman.
Student Y: Mail.
Teacher: Yes, that's one kind.
Student I: Air or wind mill.
Teacher: But this mill is for making silk — do you know silk? — cloth.
Student Y: It's cloth.
Teacher: A kind of cloth.
Student M: Yeah — elegant.
Student K: Can you write?
Teacher: Silk mill (writes on board).
Student M: Ah, I think he go to the factory.
Student Y: To factory, but which factory?
Student O: You have two factory.
Student Z: Yes, near factory is there.
Student Y: If we go on maybe we will know.

We seem to have three different strategies here. Student O's attention is focused on solving the task and he wants to use the fact that the possible range of destinations is, by this stage of the task, limited to three. Student Y believes that they may be able to sort it out by listening to the next part of the tape. We could say that both have assessed the task as a listening problem. However, their approaches to the problem contrast with the teacher's perception of the source of difficulty; she regards the basic problem as one of vocabulary, ie a language issue, and nudges the students in the direction of a 'teaching episode'. ('Do you know the meaning . . . ?') in which she offers help, in her view, by providing or eliciting the meaning of 'mill' and 'silk' in turn.

As we can see, in this case the teacher's intervention as explainer of language does not in fact result in forward movement. The group have effectively completed a loop or digression as a result of the teacher's effort to assist them. We may assume that she was following some underlying principle such as 'Failure to understand can be due to lack of vocabulary' — a principle which may well be valid for most circumstances, but not for this particular configuration of input, learner and task.

Situation 2

The second extract is interactionally more complex. Indeed, it serves to illustrate the fact that some recordings and transcripts of classroom discourse are hard to interpret if one adheres only to the linear sequence
of utterances as they occur on tape or page. In the extract below the speaking turns have been numbered for ease of reference.

Here, the same teacher appears to adopt a rather different tactic, when a lexical difficulty arises, from that displayed in the case of 'silk mill'. This time Group A are working on a task that requires them to complete and label a geometric figure. They have in front of them a square ABCD and they have just heard the taped instruction 'the first thing you have to do is to put a dot on the line of the left-hand side of the square — and you put the dot halfway down'.

Extract 2

1 Student A: What?
2 Student B: Stop.
3 Student I: Dot?
4 Student J: Dot?
5 Student O: Point.
6 Student Y: Dot?
7 Students: Point/point, yeah.
8 Student A: Point?
9 Student O: Small point.
10 Student I: Dot.
11 Student L: What means?
12 Student M: Can you write dot?
13 Student A: If my partner don't know, can I ask another friend?
14 Teacher: Yes.
15 Student B: Dot — point.
16 Student K: Point? You put it.
17 Student O: What the place where you put it?
18 Student E: Is a point?
19 Student L: This — dot?
20 Teacher: All right?
21 Student A: All right.
22 Student M: But dot, could you write? — spell it?
23 Student E: What is the spelling of dot?
24 Teacher: How do you spell dot?
25 Student O: D-O.
26 Teacher: Can anybody tell me?
27 Student I: D-U.
28 Student O: D-O-P-T.
29 Student I: B-T.
30 Student J: Cross.
31 Student I: Doubt.
32 Student K: Only D-O-T.
33 Students: Dot.
34 Teacher: OK?

There are four basic topics within the extract: the identity of the word 'dot' (turns 1, 3, 4, 6, 10, 15); its spelling (12, 22-29, 31-33); its meaning (5, 7-9, 11, 15, 18, 19); and the appropriate location on the square (16, 17). There is also a procedural question to the teacher (13, 14). The purpose of
the remaining turn (student J’s contribution at 30) remains — to me, at least — impenetrable.

If we concentrate on the teacher’s speaking turns, we see that her participation involves sanctioning/confirming (turn 14), checking students’ comprehension or readiness to proceed (20, 34), and elicitation (24, 26). In this particular situation, then, in contrast to the first one we analysed, she neither initiates any clarification of the meaning of ‘dot’ nor responds directly when student L requests lexical explanation (turn 11).

Apart from reflecting the intricacy of discourse where several parallel student-teacher and student-student interactions are being achieved or attempted, this short but hectic extract gives rise to this question: Why did the teacher decide to leave the learners to negotiate their own explanation of the problematic term ‘dot’ in this situation, when she did not in the map extract?

The most straightforward reason for the apparent difference in approach to what the learners signalled as lexical gaps in the two extracts under study here is that, for whatever reason, she believed that ‘silk mill’ represented a greater obstacle than ‘dot’. She may normally operate with an underlying pedagogic principle that if less than a certain proportion of the members of a class are likely to know (or to be able to work out) the meaning of a word, she provides the explanation herself. If, on the other hand, she has grounds for thinking that more than that proportion has access to its meaning, she attempts first to elicit that meaning from the class.

As to the teacher’s precise criteria for this sort of assessment, they might be of various sorts. Perhaps she thought that, given the task and materials involved, ‘dot’ would be more easily recoverable from context than ‘silk mill’ in the map task. Perhaps she believed that, since the learner group included several graduates in technical and scientific fields, it was likely that they would have encountered the term before, despite their low general proficiency in English.

Of course, it could be that this particular teacher employs a quite different operating principle for dealing with lexical problems; her method might be deliberately to alternate teacher explanation with student explanation. What matters, it seems to me, is that as observers we cannot know what the motivation is for particular classroom behaviours. Only the individual teacher has access to that ‘privileged’ information — although, if my observations of my own teaching are any guide, even the teacher may not always make entirely conscious choices among alternative actions.

Applications

The starting point for this particular study was a concern with the applicability of a single piece of teaching material with varying levels of learner. It was for this reason that I asked a number of colleagues both to try out the material with their classes and to allow me to record their lessons. What I found has led to my wider interest in why teachers take
the actions they do and in ways of enabling teachers to analyse those actions (and what gives rise to them) for themselves.

I envisage a number of ways in which teachers could engage in the sort of ‘why’ questioning that I have outlined here, either individually or in groups. One would, of course, be for the teacher simply to reflect on lessons. No doubt we all do that to some extent, but probably in a rather piecemeal way, relying on the salience of specific incidents and on the general vagaries of memory.

A more reliable method would be for teachers to record some of our own lessons on audiotape and to listen to them in their spare time. This would enable us, for example, to pinpoint particular moments when – as the recording helps us recall – we made a decision to do X rather than Y (or Z etc). Can we remember the reason for taking that alternative? (I would advocate the use of audio- rather than video-recordings for reasons of ‘portability’ and access.)

A third method would be to adopt a cooperative peer group approach. Colleagues might agree to meet weekly to view a videotaped lesson by each of them in turn – perhaps on the same skill area. (Here I would suggest the use of video because a sound recording would convey insufficient information for those who had not been present at the lesson to get an idea of what was going on in the classroom.) The viewers would be able to stop the tape at any point and explore the motivation behind specific procedures; equally, the recorded teacher would have the chance to ask his or her colleagues what decision they would have made – or believe they do make – in situations such as that depicted. Such an approach would have costs as well as benefits: the discussion could easily become adversarial – my experience is that we can be oversensitive and overprotective about what we do in the classroom; but it would be an opportunity to see our own actions through others’ eyes.

The methods outlined here are possible routes to the exploration of the classroom by and for practising teachers. If the aim was to conduct ‘external’ research (ie investigations about teaching in general by researchers from outside the institution in question), then the various methods would need extension, such as through retrospective interview. As should be clear, my own main interest is in auto-research.

Conclusion
The brief samples I have discussed are, I believe, indicative of typical minute-to-minute decisions we take as teachers. They illustrate the way in which any tactical decision to adopt a particular classroom procedure may be entwined with our beliefs about language learning. For me, one of the values of research into what teachers do is its potential for raising our awareness by obliging us to consider why we do it. At times the reasons will be local and particular. At others, such as in the case of the ‘silk mill’ episode, we may be able to detect the influence of underlying assumptions about and attitudes to teaching and learning, or different perceptions of
the task in hand. Current technology makes it easy for us to capture what is said and done; however, it is essential that we look beyond the data as external behaviour, in order to work out the beliefs underlying those actions. It is surely through reflecting on those beliefs that we can foster individual change and development.
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1 Introduction
The interest of the language teaching community in learner diaries is very recent, having been aroused by publications such as Bailey 1983 (and the earlier works mentioned in that article) which showed how different the learner’s view of classroom processes and out-of-class learning could be from that of teachers and researchers. There had, of course, always been some awareness of such differences, but the diary evidence helped to bring them home in a new way, convergent with the ‘focus on the learner’ gaining ground in other areas and encapsulated in one of the rare poems to appear in a collection of academic articles (Farrington 1986).

Bailey’s study and those like it are, however, atypical in an important way: the diarists are linguists, usually in both senses of the word, going ‘back to school’ after (and usually during) work as teachers/researchers/teacher educators, and their perceptions are inevitably affected by this: they sometimes find their theoretical sophistication surprisingly unhelpful, but it cannot fail to colour their report.

At the Institute for Applied Language Studies we have experimented with learner diaries on a variety of courses: on the MSc in English Language Teaching (also atypical learners!), but more extensively in the two studies reported here, both within the framework of our ‘Learner Variables’ research project – the first on our General English course, the second on Modern Language courses.

2 The ‘General English’ study

2.0 Introduction
‘General English’ is a full-time (20 contact hours per week) course which runs throughout the year, with students arriving and leaving at irregular intervals, and studying for periods from two weeks to two years. There are usually between 30 and 40 students in four or five classes from elementary to advanced. The rate of improvement of students during
their stay, as measured by reliable internal tests, varies widely. The purpose of the 'Learner Variables' project was to explore reasons for such differences, and the learner diaries were one of several means used to do so. After an exploratory study with 23 students in 1985-6, the main research was carried out with 51 students in 1986-7. These are divided into 'cohort 1' (29 Ss, Autumn 1986) and 'cohort 2' (22 Ss, Spring 1987), who for practical reasons were treated slightly differently.

2.1 Diaries – format and administration
The diaries consisted of one A4 sheet (two sides) for each day, and were to be filled in over a period of seven days (cohort 1) or ten days (cohort 2). They consisted mainly of short headings/questions, with plenty of blank space for the answers.

For cohort 1, side 1 of the diary contained the headings 'in-class activities', 'out-of-class activities', 'my problems' and 'what have I learnt'; side 2 was a grid with the headings 'activity', 'time', 'skills' and 'how much'. For cohort 2, these questions were rephrased and slightly reduced, and a new section, 'your own ideas', was added.

One of the two researchers visited each class at the beginning of the seven/ten day period to explain the projects, and a sheet of guidelines was also given out. Students were asked to fill in one sheet every day (including weekends, for which a slightly different format was used). Sheets were collected daily; in cohort 1 they were collected by the class teacher and open to inspection by other teachers, in cohort 2 they were collected and seen only by the two researchers. (The change was made because some cohort 1 students had apparently been inhibited by knowing that their teacher would see their comments; the alternative, however, was not fully satisfactory either, as some students felt their criticisms were being ignored.)

2.2 Diary analysis
The original plan was to quantify diary responses on two dimensions, informativity and use of English outside class, as in the 1985-86 study (Parkinson and Higham 1986).

Preliminary inspection of the diaries revealed a number of entries apparently indicative of learner anxiety, and as this is often mentioned in the literature (eg Bailey 1983) as a variable affecting learning, we decided to make it a third category. Each of the categories was sub-divided, as indicated in the following sections.

2.2.1 Informativity

2.2.1.1 Identification of the data
The analysis table (not reproduced in this paper, but summarised in Section 2.3) gives a quantitative record of the informativity rates of the learner journals. A unit of informativity is registered for each separate,
identifiable item of information concerning newly-acquired knowledge within or beyond the context of formal instruction. Only specific comments, describing in concrete terms what has been taught or learned, or specific evaluative comments are counted as relevant.

Under this criterion general comments such as –

‘We did grammar’
‘We read a story’
‘I learnt some new words’

are not considered ‘informative,’ whereas comments containing an informativity value equivalent to –

‘We studied the contrast between the present perfect and the simple past’

qualify as a single unit.

2.2.1.2. The table and categories

Column 1 The first column records the following basic personal clerical details – name, country of origin and sex.

Column 2 Informativity rates on ‘What was covered in class’
The column records units of informativity on the discrete targets of the lesson and the discrete areas of linguistic input covered, as perceived by the student. In order to qualify as valid, any entry must include specific identifiable details.

Column 3 Informativity rates on ‘What was learned in class’
This column records the number of linguistic items which the student mentions as having been learned within the context of formal instruction.

Column 4 Informativity rates on ‘Evaluative comments’
As some of the students made diary entries evaluating the contents of individual lessons or commenting on the perceived value of the syllabus/course content as a whole, it was necessary to include a column in conjunction with and relating directly to columns 2 and 3. This category may be further sub-divided into four kinds of comment:

1.(a) To signal the desire to produce a change in established classroom procedures by making suggestions or criticisms which would result in procedures to date untried within this particular classroom setting.

Example 1 ‘We have been doing exercises in class what I really think is a waste of time.’

Example 2 ‘I think there are too many people in the class.’

1.(b) As 1.(a) – the global aim is identifiable as a desire to produce change. In contrast to 1.(a) however, the method employed is to praise significantly a newly-introduced method or class activity and to call for this to become established practice.
Example ‘... (the teacher) asked students about the new words. 
... I think that the good way for learning new words and we must do it much.’

2. Praise or criticism of an individual teacher or lesson, distinguishable and separate from 1. (a) and 1. (b) as there is no evidence of the wish to initiate structural changes.

Example 1 ‘... (the teacher) led the discussion very well.’
Example 2 ‘... (the teacher) is interested in our progress...’

3. To express dissatisfaction with the mismatch between the course content and the student’s own conceptualised needs. No attempt is made to offer alternative procedures.

Example ‘I am very “weak” in grammar, what I think we don’t pay much attention on it.’

Column 5 Informativity rates on “What has been learned outside class”
The column records the informativity rates on specifically identified items of knowledge, acquired (or learned) beyond the context of formal instruction. The scope of the items recorded was broad, including such diverse items as idioms and colloquialisms, cultural insight (eg the Scottish/English cultural conflict), practical transactional know-how, eg the format of a British Telecom bill, etc.

2.2.2 Anxiety levels

2.2.2.1 Identification of the data

The units recorded in the table each reflect one discrete item of information which is judged to reflect anxiety on the part of the language learner. Despite the expectation that difficulties would arise in clearly identifying units of anxiety, ‘covert’ expressions were rare. Accordingly, any entry which did not overtly reflect anxiety – given the full linguistic and non-linguistic context – was not included.

Subsequently, the following sub-types of entry were identified:

(a) Self-derogatory comments
   ‘I am slow[ly] to understand.’
   ‘I’m stupid.’
   ‘Other students can listen and read[ing] better than me.’

(b) Entries including lexical items drawn from the semantic field of anxiety

Examples of these lexical items are:
   stressed  ashamed
   unhappy  (I) worry
   nervous  depressed
   confused  frustrated
(c) **Pre- or post-modification of a factual statement**
   'I don’t understand the teacher, *when she talks too quickly.*'
   'I feel angry at myself, when I stick at easy situations.'

(d) **Wishes or desires concerning a change in the present state of affairs**
   'If I knew more Scots people, I’d feel as a person and not as a language learner.'
   'I have to try to go out.'

(e) **Comments expressing dissatisfaction with formal instruction**
   'The lessons don’t match my needs. I need grammar.'

(f) **Rhetorical questions**
   Some diaries include entries which at face value appear to be rhetorical questions, but in fact seem most reasonably interpreted as a message or question to the researcher. This phenomenon occurred in the case of two students, both of whom were taught by one of the researchers.
   'Am I studying wrong?'
   'How can I find accommodation for less than £200? Somebody must help me with accommodation.'

(g) **Descriptions of reactions to L2 situations**
   The students commented on L2 situations which they experienced as stressful.
   'When it’s difficult to speak, I isolate myself.'

(h) **Practical problems**
   An item measures an entry in which the student is able to identify one particular practical problem giving rise to anxiety, such as insomnia, accommodation difficulties or bad news. In all cases, the student has both identified and labelled the source of anxiety.

2.2.2.2. **The table and categories**

Application of the criteria described above yielded data which is broadly divisible into two groups — ‘classroom-related anxiety’ and anxiety which is not specifically attributable to the context of formal instruction, in so far as no specific reference is made to the learning situation within the classroom.

These two broad groups may be further subdivided as follows:

<table>
<thead>
<tr>
<th>Specifically classroom-related</th>
<th>Not specifically classroom-related</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal stimulus to anxiety</td>
<td>External stimulus to anxiety</td>
</tr>
<tr>
<td>practical problems</td>
<td>general and undefined problems</td>
</tr>
</tbody>
</table>

**Specifically classroom-related**

*Sub-Category I — Internal stimulus*

The column measures units of informativity reflecting a derogatory image of oneself as a language learner or units which overtly express
anxiety or distress in relation to a specific task or activity undertaken in the classroom. All the entries are characterised by their introspective or emotive content and the absence of the identification of any person or object as the actual or potential source of anxiety.

Sub-category 2 — External stimulus
The data consists of entries which specifically identify a person (or persons) or situation within the classroom context as a source of anxiety, but exclude any reference to a derogatory self-image.

These entries are of the type:

'I feel no incentive from the class.'
'It is useless to speak in English with others who are of the same nationality.'

Only two examples in the sample proved ambiguous in interpretation:

(a) 'I don't understand the teacher when she talks too quickly.'
(b) 'I haven't yet integrated in the class.'

Both units were eventually included as valid data. The post-modification in example (a) implies that blame is placed on the teacher for failing to adjust her speech patterns. Example (b) is also creditable as the student concerned expresses her reaction to a new group, and later returned to the original class.

Not specifically classroom-related
Sub-category 1 — Practical problems
The key-word is 'concrete'. Difficulties which are well-identified practical problems unrelated to the learning situation, such as insomnia, receipt of bad news, or accommodation difficulties, form the data.

In one case entries concerning accommodation problems are repeated daily and are specifically identified by the student as debilitating and directly detrimental to his capacity as a language learner.

'Accommodation, I think about accommodation more than about my lessons.'

It is impossible to draw similar conclusions in regard to the data received from other students, as this requires inference beyond what is justified by the data.

Sub-category 2 — General and undefined problems
The category was intended to be very general: to cover data which was too diffuse and undefined to merit separate categories.

However, it would appear that the majority of the entries forming the data for this category express anxiety in the form of the student's lack of confidence in his/her linguistic competence or frustration at the difficulties involved in obtaining social contact with native speakers:

'I can't understand the Scottish accent.'
'... not learning...'
'... don't meet people...'
2.2.3. Out-of-class activities in English
The table gives the amount of time each individual student assessed
him/herself as being engaged in 'linguistically relevant' activities, over
and above the hours of formal instruction, during the period in which the
data was collected.

The figures recorded in the diaries are clearly subjective approxima-
tions to the actual length of time spent engaged in any one activity. A
further variable to be taken into account is the value placed on various
activities by the student himself. Clearly what a teacher or researcher
may regard as 'linguistically relevant' is not always valued as such by the
student diarist and was consequently omitted.

The sub-divisions of 'out-of-class' language use were as follows:

(i) Private study, including homework.
(ii) Social interaction in a group including a native speaker of English.
(iii) Social interaction in a group not including a native speaker of
     English.
(iv) 'Transactional language use', eg shopping, booking a holiday.
(v) 'Receptive event', eg TV, cinema, attending a lecture.

2.3 Results
The number of entries for each of the categories of informativity, anxiety
and out-of-class activity was as follows:

Table 1
Informativity

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9+</th>
</tr>
</thead>
<tbody>
<tr>
<td>'covered'</td>
<td>2</td>
<td>6</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>'learned'</td>
<td>11</td>
<td>17</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>'evaluative'</td>
<td>15</td>
<td>21</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>'outside class'</td>
<td>36</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2
Anxiety

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9+</th>
</tr>
</thead>
<tbody>
<tr>
<td>'internal'</td>
<td>35</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>'external'</td>
<td>19</td>
<td>17</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>'practical'</td>
<td>28</td>
<td>11</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>'general'</td>
<td>30</td>
<td>12</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 3
Out-of-class activity

<table>
<thead>
<tr>
<th></th>
<th>Number of Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>'private'</td>
<td>7</td>
</tr>
<tr>
<td>'social (+native)'</td>
<td>6</td>
</tr>
<tr>
<td>'social (-native)'</td>
<td>9</td>
</tr>
<tr>
<td>'receptive'</td>
<td>8</td>
</tr>
<tr>
<td>'transactional'</td>
<td></td>
</tr>
</tbody>
</table>

2.4 Conclusions

Comparison of the results with test data showed a high correlation (+0.33, sig 0.02) between rate of improvement and the amount of time which students spent outside class in social interaction with native speakers of English. No other diary variables correlated significantly. This confirms the 1985-86 finding, and refines it by showing which kind of out-of-class L2 use appears to be most effective. The absence of clear effects of anxiety is surprising, although there may have been a non-linear relationship (cf. Hatch and Farhady 1982 p. 204) which we failed to detect.

We felt that the diaries gave us a lot of valuable information about our learners, later pursued in interviews, but that their usefulness in this study was somewhat compromised by a lack of clarity concerning aims, and the conflicting requirements of research uses of diaries and other possible uses, including course evaluation, student counselling and language practice. The multiplicity of diary uses can sometimes be a handicap rather than a benefit, an issue further discussed in Howell-Richardson and Parkinson 1988.

3 The ‘modern languages’ study

3.1 Introduction

We now turned our attention to a very different group of learners, the local Edinburgh people attending Modern Language classes at our Institute. In this case, the diaries were designed mainly to collect information in two areas:

(a) Use of FL outside class The EFL study had shown this to be an important factor in rate of improvement, so we wanted to establish what possibilities for this existed in the apparently less favourable environment of once-a-week L2 learning by Britons in Britain. For how many hours a week were they exposed to the L2 outside class, in what kinds of activity, and involving which of the ‘four skills’?
(b) Use of ‘strategies’ In earlier studies and in our everyday life as teachers we had been struck by the greater variation among learners in the number and nature of ‘techniques’ or ‘strategies’ which they used, successfully or otherwise, to facilitate learning. We thought that this area, which we had not so far systematically explored, might account for some of the as yet unexplained variability between learners, but before attempting a process-product study we wished to get an overview of the range and kind of strategies reported.

We were aware of a recent tradition of research, by Rubin and others, on learner strategies, leading to the learner handbook Rubin and Thompson 1982, with its list of fourteen strategies and numerous sub-strategies (see Appendix). The ‘Rubin tradition’, like the ‘Bailey tradition’, is however skewed towards more educated and successful learners, and we wanted to see which strategies were used by apparently more ‘normal’ learners, either spontaneously or after prompting.

Unlike our earlier work, this study had a ‘before and after’ aspect. We prepared a handout summarising the strategies recommended by Rubin and Thompson, and after learners had submitted several weeks of diaries they were given the handout with a covering page saying, inter alia, ‘You can try out as many or as few of the strategies as you like.’ ‘Some may be things you do already, others may not be right for you, because everybody learns in different ways.’ ‘We would like you to continue with the diaries until the end of term, in order to let us know if the strategies have influenced your learning.’

The ‘pre-handout’ and ‘post-handout’ entries were examined for any effects. (As the list of strategies was so wide ranging, we expected effects on L2 use and other dimensions and not merely on ‘strategies’ in our narrower definition.)

3.2 Interim results
We have so far analysed returns from learners of only two languages, French and Spanish, in only one of the above areas, use of ‘strategies.’

3.2.1. Pre-handout results
Findings: Tables 4 and 5 give a quantitative account of the range of strategies recorded over a pre-handout period of six weeks. The activities recorded exclude exercises or assignments set by the teacher. The basis for coding differs from that used in tables 1-3 in that one unit represents the overall participation of one student, irrespective of the number of individual entries recorded. This change was on practical grounds: as the subjects concerned, in contrast with ‘short-term’ EFL learners, lead relatively stable lives, they tended to adopt strategies which were incorporated into long-lasting language-learning routines. In this respect they seemed clearly different from the EFL diarists, who were more influenced by variable external factors.
Table 4  Preliminary findings: Pre-handout: Learners of French
Total no. of entries

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Advanced</th>
<th>Higher Intermediate</th>
<th>Lower Intermediate</th>
</tr>
</thead>
<tbody>
<tr>
<td>TV Film</td>
<td>7</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Novels in TL</td>
<td>7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Newspapers in TL</td>
<td>5</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Cinema – TL</td>
<td>7</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>Radio in TL</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Media course</td>
<td>5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Role-play</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Grammar exercises</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Extensive dictionary use</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Vocabulary exercises</td>
<td>1</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Taped songs</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Performing everyday activities in TL</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Daily practice</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Interaction with native speakers</td>
<td>7</td>
<td>3</td>
<td>-</td>
</tr>
</tbody>
</table>

3.2.2. Post-handout results
We have not included tables on post-handout strategies: surprisingly, there was little change in overall quantitative terms, but there was a significant difference in the narrative style and in individual subjects’ language learning attitudes. The most striking changes were as follows:

1. The narrative tone of the diary entries was sometimes replaced by evaluation of the validity of the strategies suggested in the light of the diarists’ own circumstances and learning-objectives, or comparison of these strategies to approaches already in use.
2. The narrative tones of the entries was sometimes replaced by introspective accounts of the learner’s experiences of using one or more of the strategies recommended in the handout.
3. Perceived success or failure in the performance of tasks in the TL was analysed with reference to the strategies proposed.
   ‘I’m much better at matching [French] idiomatic phrases with their meanings. I’d attribute this to being good at guesswork.’
   (cf. Strategy 10: ‘learn to make intelligent guesses.’)
4. A number of diarists assumed a more personal relationship with the researchers than previously, addressing them directly as in:
   ‘Your handout’
   ‘I can see how you might find this useful for some students...’
5. The diary entries in general were much shorter than previously, and many diarists transferred to note-form.
Table 5  Preliminary findings: Pre-handout: Learners of Spanish
Total no. of entries

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Higher Intermediate</th>
<th>Lower Intermediate</th>
<th>Elementary</th>
<th>Beginners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recording self</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Media language course</td>
<td>–</td>
<td>3</td>
<td>23</td>
<td>4</td>
</tr>
<tr>
<td>Reading books in TL</td>
<td>1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Vocabulary exercises</td>
<td>1</td>
<td>–</td>
<td>5</td>
<td>–</td>
</tr>
<tr>
<td>Setting and evaluating own goals and needs</td>
<td>–</td>
<td>–</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Grammar exercises</td>
<td>3</td>
<td>–</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Role-play</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Extensive dictionary use</td>
<td>–</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Drawing on present resources eg Latin, French, English grammar</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td>Reading newspapers in TL</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>Daily practice</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Interaction with native speakers</td>
<td>–</td>
<td>–</td>
<td>3</td>
<td>–</td>
</tr>
<tr>
<td>Re-organisation of personal notes</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Performing everyday activities in TL</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

6. Certain diarists, without reference to previous strategies used, or attitudes recorded, appear to have altered their approach to language-learning. Generally, as in the following example, there is no indication of whether this is a conscious shift.

Wk.3 – ‘When I’m watching a film on television by scanning the subtitles I can usually recognise part of the dialogue.’

Wk.6 – ‘I covered the subtitles. It’s amazing how you can concentrate harder if you need to.’

7. A number of diarists attempted to adapt Rubin and Thompson’s suggestions to their own circumstances. This, however, was usually by a process of trial and error. One learner writes in response to Strategy 4, ‘make your own opportunities’:

Wk.7 – ‘It is difficult to get face-to-face practice which allows for question-and-answer feedback.’

Wk.8 – ‘I advocate the use of rehearsal aloud with as critical an ear as possible.’
3.3 Conclusions
Although the MI study is still at a preliminary stage and has gathered a small amount of data — subjective, self-reported data — we already have an impression of certain noteworthy tendencies among the ML group.

Rubin and Thompson (1982) include both cognitive factors and personality factors as being equally relevant and important to successful second-language acquisition. Our findings suggest that while the majority of the group initially showed a marked preference for traditional cognitive strategies [Tables 4 and 5], enhanced performance was later reported by those who adopted or used strategies of the type 2, 4, 9 and 10.

The change in the style and format of the post-handout entries towards a more analytic approach is also of interest. This shift tended to be accompanied by greater emphasis on the learner’s approach to the FL material, in contrast to the narrative descriptions of the material which were a feature of pre-handout entries.

We have clearly established that diaries can be a rich source of information about learners. The main problems lie in refining research techniques so that this information becomes more fully interpretable and reliable, in integrating diaries with other research and teaching tools (questionnaires, interviews, tests, observation, class discussion) and in picking our way through the ethical minefield so that research can be of maximum value to present and future learners.
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Appendix: The list of strategies
(from Rubin and Thompson 1982)

1. Find your own way.
2. Organise (information about the language, your own programme of study).
3. Be creative.
4. Make your own opportunities.
5. Learn to live with uncertainty.
6. Use mnemonics.
7. Make errors work.
8. Use your linguistic knowledge.
9. Let context help you.
10. Learn to make intelligent guesses.
11. Learn some lines as wholes.
12. Learn formalised routines.
13. Learn production techniques.
14. Use different styles of speech.

Each of these strategies is expanded to 2-4 pages in the source text, and about a quarter of this, modified for the local context, in our handout.
Classrooms and Display Questions
Lynn Banbrook and Peter Skehan
Institute of Education, London University

The nature of research
As this volume demonstrates, there are many ways of conducting classroom research. One approach is to use a coding scheme (Allen et al 1984). An alternative is to take a more ethnographic perspective (van Lier 1988). These two approaches, the coding and the ethnographic, differ in that the former provides the researcher with provisional hypotheses about the important categories that should be focused on in classrooms, i.e. the events which are coded (Long 1980), while the latter does not narrow and focus the data collection in the same way. But the two approaches are alike in that they both attempt to gather data without the clear formulation of specific hypotheses. In the ethnographic case, the data is collected and generalisations, if they are made, will emerge from what is salient from the observations. In the coding scheme approach, while the categories of the scheme are accepted prior to the investigation, there is a sense in which all the categories are equally valued, and it is the purpose of the research to explore which of these wide range of categories are the most important, the most causal, the most predictive etc. The coding and ethnographic approaches are alike, then, in that if one relates them to the traditional distinction between theory-then-research and research-then-theory perspectives (Larsen-Freeman and Long, in press), they both need to be located nearer the research-then-theory end of any such continuum. In either case, the attempt is made to avoid or at least minimise theoretical bias during research and to enable relevant data (in the case of ethnography) or patterns of classroom events (in the case of the coding schemes) to emerge. Causal statements, predictions, and abstract categories are not prominent, and it is the data itself which is emphasised.

Recently, however, a contrasting paradigm of research has emerged. The developments that have taken place in second language acquisition research enable more theory-driven approaches to analysing second language classrooms to be explored. In particular it is proposed that
teacher questions have a particularly important role. They can be used to allow the learner to keep participating in the discourse and even modify it so that the language used becomes more comprehensible and personally relevant. Several teacher-question studies have now been completed. Long and Sato (1983) compared the numbers of display (teacher knows the answer) questions and referential (teacher does not know the answer) questions in ‘naturalistic’ and classroom discourse, and found that while in naturalistic discourse referential questions far outnumbered display questions, the reverse is true for lockstep, IRF (Initiate-Respond-Feedback) dominated language teaching classrooms (Sinclair and Coulthard 1975). Pica and Long (1986) confirmed the findings of Long and Sato (1983) and also compared the performance, with respect to display questions, of experienced vs. inexperienced teachers. They found that both types of teacher used far more display than referential questions. Drawing on these initial research studies, Brock (1986) examined the consequences of teachers changing the numbers of referential questions that are asked. She reported that a higher incidence of teacher referential questioning was associated with greater student length of utterance, and utterance complexity, as well as a greater number of teacher confirmation checks and clarification requests. White and Lightbown (1984) also report typical classrooms as being those in which the teacher asks all the questions, and produces a lockstep approach to classroom organisation as a result.

The implications of the teacher-question research findings are considerable. They suggest that there is a divergence between what theorists would consider to be good practice and what is actually going on in classrooms. The purpose of the present chapter is not to take (serious) issue with the findings of the teacher-question studies but to examine to what extent such a theory-driven approach to classroom investigation is currently achievable. It will examine, that is, whether the approach is able to demonstrate adequate internal as well as external validity. In the former case the main emphasis will be on conceptual issues and particularly whether the categorisation of questions which underlies the approach can be sustained in practice, or whether an excessive degree of idealisation is necessary. In the latter case, the discussion will centre on how generalisations are made in classroom studies, and how the findings from any particular piece of research can be linked to more general contexts of teaching. In this respect, the issue will be whether we are dealing here with a sustainable claim to generality typical of a theory-then-research orientation or whether we need to take more seriously the research-then-theory perspective, (ie generalisation is achieved only through more extensive replication with systematic variation in many contextual factors) (Larsen-Freeman and Long, in press; Skehan 1989). The argument will be illustrated at various points by data drawn from Banbrook (1987), which was an empirical replication of many of the claims made by the studies briefly described earlier, and in which more extensive discussion of many of the issues is provided.
Conceptual issues
There are two major conceptual difficulties to confront. The first of these is to ask what constitutes a question. One wonders how exchanges such as the following should be handled:

(1)
S 7:  Don’t losing weight.
T:  OK. (to the others) Can you help him?
    . . . Not ‘don’t’. Don’t say ‘don’t’. Use the gerund. OK. So.
    (Banbrook (1987, p. 40), underlining added.)

The issue is whether the Can you help him? functions as a question, or is meant to be, or interpreted as, an imperative. Without knowing the discourse context, it is difficult to decide. We also have the problem of whether to count as questions utterances which are not interrogatively marked, as the following extract makes clear:

(2)
T:  OK. What’s this word?
Sev.Ss: (Unclear)
T:  What’s this one?
Sev.Ss: I’d.
T:  OK. Together.
All:  I’d.
T:  Good. This one?
Sev.Ss: Known.
T:  Yeah?
(Banbrook 1987, p. 41)

The problems are located towards the end of this excerpt. ‘This one?’ connects discoursally with the very first teacher utterance, and is meant to cue a word. ‘Yeah?’ is used to indicate disbelief at the students’ answer of ‘known’. Both of the problem utterances were used with rising intonation, and were interpreted as questions, although not overtly marked as such. How would one treat them? There are other examples in Banbrook (1987) which reveal the use of paralinguistic cues by the teacher to indicate that a question is intended (and a student response expected). Teacher and students are adept at interpreting the rules of classroom interaction to work out what is being orchestrated in each case.

The problem of counting questions spills over into decisions concerning the range of functions served by display questions. In the next example, the teacher uses successive questions which are all aiming at the same answer but yet the additional questions seem to be of more value in the discourse than mere repetitions. The students are looking at a page where there is a diagrammatic representation of the path of someone’s life including his missed opportunities.

(3)
T:  ( . . . ) Yeah. Any more? What about the end? Top? Any at the top?
The potential value as input seems more than just ‘one’ question. Yet paradoxically coding this utterance as four display questions does even less service to its value as input.

The second major conceptual issue concerns the clarity with which questions can be assigned to display or referential categories. In the next example, referential questions seem to have ‘display’ features. The teacher is talking about keeping fit, and has elicited the word ‘jogging’ with a display question. But now he asks the student a more personal question.

(4)
   Do you jog?
S 10: No.
T: Good. Are you fit?
S 10: No.
T: All right. OK.

You could say that ‘Do you jog?’ is a referential question because the teacher does not know the answer and the student can choose. But two things about it are definitely ‘display’: first, the ‘Good’ is more of an evaluation of the student having coped with the question than of the fact that he does not jog (and this puts the exchange firmly into a display IRF mould); and secondly, the overall aim is probably to check that the student has registered the new lexical item or to give him a chance to relate it to his own life. So it could be maintained that questions of this type are both display and referential.

‘Are you fit?’ is similar but shows an increased ‘display-ness’ because the teacher, and probably also the students, see it as a ‘logical’ follow on from the ‘jogging’ question since it was previously established that jogging and fitness go together. However, it is not inconceivable that a student could still break the mould here and say, for example, that yes, he was fit because he went swimming every day.

There are also occasions when display questions can become, through interpretation, more referential in nature. We looked a little earlier at some ways of eliciting examples of missed opportunities in the ‘path of life’ exercise. This example from the same activity shows that although the eliciting questions aim at a display of the third conditional, it also works as a real (referential) question:

(5)
T: Yes. OK. Very good. Any more?
   Maria, can you give me one or not?
S: No.
T: Or-somebody else?

since while the structure must be paraded, it must also be related to a personal context.
Another perspective on the problem of categorising questions comes from comparing the different sorts of questions that were used in two of the classes which were investigated by Banbrook (1987). Lesson 3 and Lesson 6 both contained a variety of display questions, and in generally similar proportions to the total. However, Lesson 3 had more questions that focused narrowly on word meaning, while lesson 6 had more display questions of a broader sort.

It is not that the narrow questions in Lesson 3 produced no interaction. They often did, eg:

(6)
T: What sort of industrial places produce a glow? What is a glow?
S 4: (brief inaudible mutter)
T: Sorry? Glow?
S 7: It has something to do with air pollution.
T: No, not necessarily... No? Nobody knows it? Do you know what a glow worm is?... No? A fire produces a glow. It's a warm light, a warm red light. G-L-O-W. If you're in a room and all the lights are off but there's a wood fire or a coal fire (S1 mutter) then the room is lit by the glow of the fire. A warm light. (...)

It is rather that the questions in Lesson 6 produced more interaction, with more coming from students. Further, because the answer was less predictable in that the student might choose one of a range of things to say, there was more scope for negotiation of meaning (although this is not evident in the conversational adjustment figures). For example:

(7)
T: (... ) Why is the military in this particular park?
S 2: Why?
S 3: Because the military needs, er, need for a big area to do 'practick'.
S 5: Oh, and they use the park?
S 3: Yes, they have to do 'practick' and it's the (unclear) and the jungles, big areas they need. But at that time it's not useful for tourists and all the tourists they can't go there and the owner of restaurant, owner of campsite, caravan and campsite they are very angry because they can't get more tourists there to sell their produce and use from accommodation.
T: Yeah. OK. Right. (... )

In this way the interaction in the two lessons varied due, at least partly, to the different kinds of display questions asked.

It can be argued that display questions may be seen as varying along two separate but parallel clines:

<table>
<thead>
<tr>
<th>Narrow</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Narrow</th>
<th>Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>D</td>
</tr>
</tbody>
</table>
One cline relates to the predictability of the content, ranging from where there is only one possible answer (e.g., Is he inside or outside?) to questions where a range of possibilities exists, (e.g., How do you think people in National Parks make a living?). In neither case is the answer likely to be terribly informative for the teacher, but the student in the latter case does have to make decisions about what to select to communicate. The 'form' cline relates to the restriction of form in the response.

A question can be at different positions on the two clines. For example, one question may have a range of possible answers with respect to content yet might be understood to demand a particular syntactic structure; whereas the response to another question might have a totally predictable content but might be expressed in a variety of syntactic ways. It is also noteworthy that the 'form' cline is influenced not only by the question itself but by the kind of activity it occurs in and the students' interpretation of the teacher's intentions. (Such a view of a lesson as an event with its own sociolinguistic norms is endorsed for example by Stubbs 1975, Sinclair and Brazil 1982, Brown and Edmondson 1984 and Mehan 1979.)

The examples of display questions in Long and Sato (1983) and Pica and Long (1986) are narrow on both clines. This may be partly because this is the kind of question which occurred in their elementary classes, although Brock's (1986) examples for upper intermediate classes are also of the narrow kind. It is possible, then, that the variation of discourse as a result of variation in display questions did not arise in these studies. We would argue, however, that the term 'display question', when applied to the present data, turns out to be a bit of a blanket term and is less useful than expected in depicting the kind of teacher-student interaction which results. A finer sub-categorisation of this variable might lead to more interesting findings and might capture ways in which some teachers and some students are more able to breathe some life into an unpromising question type.

**Issues of generalisability**

So far the focus has been on the micro-analysis of the categories used in the question studies and the need for contextually-bound interpretation of utterances. But there are also issues connected with the significance of these studies and with their generalisability. The issues here group under three main headings – the representativeness of the lesson samples for any particular teacher, the representativeness of the teachers who have been researched in relation to other teachers, and the nature of the generalisations that are made across learners.

With the first type of problem, one has to focus on how representative the sample of behaviour is that is used to investigate teacher questioning behaviour (or any other variable of interest, in fact). One class of decisions concerns how long should be sampled from a teacher's performance to obtain 'typical' data, i.e., how many minutes of observation,
how many lessons, how many lessons with different groups. But one must also consider how teaching activities cause differences in teacher performance as a function of their different communicative demands.

In general, classroom research has not addressed this issue of how one could justify one’s sampling base and there is an urgent need for guidelines to enable the robustness of reported studies to be assessed. Several aspects of the question studies are implicated by this discussion. Pica and Long (1986), for example, base part of their results on a ten-minute extract from a lesson, with the ten minutes concerned being chosen by the teacher being researched, (who chose when to turn the tape recorder on to enable the data gathering, since no observer was present). One wonders also whether the nature of the activity that was the basis for the transcribed and analysed lesson data may also have exerted an influence. Long and Sato (1983) simply required that the teacher teach a normal lesson. Brock (1986) based her work on lessons taught by six teachers which each contained sections based on a reading passage and a vocabulary list. The problem we have with these findings is knowing to what extent the findings reported were a function not of these teachers in general but of the teachers concerned doing whatever activities they were doing that generated the experimental data.

Banbrook (1987, pp95-106), in developing the method of lesson profiling, (ie the lesson is tracked over time both quantitatively and qualitatively) demonstrates that there are clear differences in the number of epistemic (display) questions used at different phases, with this seeming to be linked principally to the nature of the activity being engaged in. A role play, and also a controlled exercise based on O’Neill (1971) generated the lowest frequency of display questions. In contrast, an elicitation exercise and a substitution exercise generated much more display-type activity. It is crucial, therefore, in studies of this type, to pay considerable attention to (and report) the nature of the instruction that is being provided.

There is also the issue of the extent to which teachers differ from one another. Long and Sato (1983) report an overall proportion of display to total questions of 79%. They also report (in their Appendix 2) figures for the six individual lessons that they studied. If the comparable proportion is calculated for each individual lesson, one obtains the values 82%, 45%, 83%, 83%, 69%, and 84%. This suggests little variation between four teachers (in the 82-84% range), but two teachers who are somewhat different (69%) and very different (45%). The other studies, and Banbrook (1987), show similar variation in proportions of display questions or overall number of questions. One can conclude from this data therefore that a teacher is not a teacher is not a teacher. In other words, any attempt to establish generality must take account of the extent of the variation between subjects. This is particularly important in the case of application, of using the results of research studies beyond original sources, and of advising what the impact of such studies should be on the profession in general, and teacher training, in particular. Gaiés
(1983, p. 208) writes, for example, when covering the Long and Sato (1983) study, 'In the six ESL classrooms investigated' (italics added) when, as we have seen, one (or even two) of the classes were clearly different with respect to the use of display questions. Similarly, Brock (1986, p. 47) writes, 'Long and Sato (1983) found that teachers ask significantly more display questions...'. (italics added). What is most interesting is how the variation which was clearly present in the original sources disappears in the retelling and is idealised into a near-uniformity and lack of variation when the original sources are being commented on.

The final 'generalisability' issue that needs to be discussed concerns learners. The approach taken in the teacher question studies is to use a variable whose importance is derived from SLA research, and then study its incidence in the ESL classroom. A move is being made, however, from the study of the individual learning process, with which SLA concerns itself, to the study of group (ie class) functioning, with inferences being made about the impact this functioning has on the individual learner.

There are certainly examples in the literature of individual students reacting differently to essentially the same classroom. Allwright's Igor (1980) exploited the language classroom for all it was worth, display questions or no, and focused a disproportionate amount of global quantity of classroom activity on himself. There are also students who influence the quality of classroom input and interaction. In the empirical work on which the present article draws (Banbrook 1987) there were many examples of students going beyond a basic thread of discourse in the classroom and investing it with more meaning. Banbrook (1987, pp. 86-95), this time using the technique of learner profiling, shows how two students whose quantitative indices of classroom performance (eg number of interactions, number of display questions answered, number of referential questions answered, number of clarification requests), were very similar, differed markedly when one examined what they were doing with the classroom interactions they engaged in. In a collaborative story-writing task the first student, Angelo, makes contributions which respond to the teacher's elicitations, and are very much in line with what the teacher wants with regard to content and form, and so the exchanges follow an IRF pattern. For example:

(Angelo is S 1)

(8)
T: (...) Stumbled and ...?
S 1: Fell down.
S 7: Fell down.
T: All right.

Sabine, on the other hand, is moved more than once to question the content of the story. In this example, Sabine begins by trying to clarify why the heroine became so flustered simply because the man behind her in the queue at the window was impatient.
(Sabine is S 3)

(9)
S 3: Because she di... , I don't understand.
S 8: The man behind her shouted.
S 1: She dropped her purse.
S 8: (Unclear)
S 3: So why didn't she move?
T: (to S 1) Angelo, what did you say? It's a good idea.
S 1: And she dropped her purse.
T: All right. Any other possibilities?
S 3: Why didn't she move? She should move there! (laugh)
T: Sabine, you're much stronger. You wouldn't have become nervous. Maybe, what type of person is Marth, do you think? Is she... ?
S 4: Shy.
S 6: Shy.
S 3: Stupid!
T: Maybe very shy, yeah. OK.

Another example of differences in students occurs with Osman, a student in the same class as Sabine and Angelo. The class was doing a mechanical pattern practice exercise on the third conditional (O'Neill 1971, p. 151). The textbook has given the situation: A man has a bad headache this morning because he drank too much at a party last night. The response is meant to be on the pattern of 'I wouldn't have... if I'd been you.'

(10)
T: (. . . ) What about C, Osman?
S 6: If I'd been you...
T: Yeah
S6: Er, I would have, er, I would have, er...
T: Positive or negative?
Other Ss: Negative.
S 6: I know, I know! I would have drunk a little bit more!
   (All laugh)
T: OK. All right.

Osman is a risk-taker rarely participating in a straightforward predictable manner. As well as making little jokes out of display responses, he prefers to test out new ways of answering referential questions, for instance:

(11)
T: What time is it, Osman?
S 6: We have five minutes... is it right?
(It was 10.45 and the lesson had to end at 10.50 sharp.)

So Osman does not allow himself to be completely straightjacketed by a lockstep, display-question approach. He is able to raise the level of meaning and both explore language form as well as announce himself as
a real person. Sabine, similarly, was determined to resist the
steam-rolling effect of display questions and to judge caricature EFL
characters by more realistic standards.

Conclusions
The display question studies have been taken as representative of the
experimental and theory-generated approach to classroom research. As
regards theory and conceptual issues, we have seen that there are
problems in terms of what constitutes a question. We have also seen that
it is by no means easy to categorise questions into display and referential.
In general these problems derive from the way teachers and students are
skilful participants in classrooms and transcend apparently limiting
conventions. As a result, attempts at quantifying data into discrete and
directly observable categories are hazardous. We have also examined
how intra- and inter-teacher generalisations need to be established in the
field of classroom research. The first sort of generalisation is affected by
(a) general teacher variation, (b) variation that takes place over the
phases of a lesson, and (c) variation in question asking (or virtually any
other variable) that is the consequence of the teaching tasks or activities
engaged in. In addition, there is the variation that exists between
teachers. The issues we have here are how to decide how many teachers
to include in any particular study to be able to claim representativeness,
and the background variables about teachers that might enable a more
principled sampling of such teachers. At the moment, we have variation
in teacher performance (reviewed earlier), but no clear understanding of
its parameters. There is also the issue of variation between learners in
how they are able to invest classrooms with meaning. As a result, there
will be a larger-than-necessary question mark against classroom studies
in general (not simply those focusing on questioning behaviour) since the
results obtained may have been a function of the particular teachers and
learners sampled, rather than teachers and learners in general.

Given these points, two general suggestions are offered here for future
classroom research. First of all, what is needed is a framework within
which both quantitative and qualitative data can be synthesised. Such an
approach to classroom research has been frequently advocated (see eg
Long 1980) but is rarely put into practice effectively. Most published
research, for example, seems to align itself clearly with a polarised
position on the quantitative-qualitative dimension. This is to be regretted
since such approaches risk either ignoring important aspects of
classroom interaction, or oversimplifying them. Banbrook (1987)
proposes one solution to this difficulty in terms of lesson and student
profiling. Quantitative data is collected, but it is supplemented by
tracking the lesson qualitatively over time. This allows the relative
crudeness of the numerical data to be compensated for by relating it to
transcripts of the classroom events as they unfold in time. It was lesson
profiling which enabled Banbrook (1987) to focus on the distinction
between form-based display questions and content-based display questions, and so distinguish between two classes whose overall quantitative indices of display to referential questions were quite similar, thus revealing how one needs to develop interpretations of data based on both sources of information. Similarly, it was student profiling, once again based on lesson transcripts, which allowed Banbrook (1987) to demonstrate the differences in interaction pattern between students like Sabine and Osman, on the one hand, and Angelo, on the other. The profiling technique seems a fruitful one. At the very least it allows interesting multiple perspectives to emerge. More optimistically, it will generate suggestions for refinements in the coding categories that are used, as was the case with the different types of display question.

The second suggestion concerns the way in which generalisations are made in classroom research. At the beginning of this chapter two contrasting approaches to research were discussed. Each approach to research has its strengths and weaknesses. The theory-then-research approach will help the investigator eliminate the inessential and superfluous if the right theory is chosen. The research-then-theory approach may enable interesting generalisations to emerge from the data if the situation is sufficiently simple for any obvious patterns to manifest themselves (Larsen-Freeman and Long, in press). The teacher-question studies, being of the theory-then-research orientation, choose data to make prominent, and hope to reveal fundamental, and therefore generalisable, aspects of classroom activities. We have seen that, conceptually, there are problems with the operationalisability of the categories that are employed (and hence the need for qualitative data to complement the selected and categorised data highlighted by theory). But there are also problems with generalisability. We have seen significant intra- and inter-teacher variability that limits the way in which these theory-generated studies can be taken to be representative. Essentially, it is argued, there seems scope here to relate the research-then-theory requirement of establishing the robustness of generalisations through systematic study of a range of related situations to the teacher-question studies. At present, the insights concerning display and referential questions are of limited utility because we already know that individual teachers vary over time, and that different teachers may generate different question-use patterns. This would suggest that the most productive approach for classroom work at the present time would be to try to uncover variables which might constrain the generalisations made in classroom studies. In this way, a combination of both perspectives may be what is currently most appropriate to classroom research, given the complexity of the situation we are faced with.
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III Special Issues
Who Should Evaluate L2 Programs?¹

Alan Beretta

*Michigan State University*

Introduction

I have often wondered why program evaluation has been so neglected in our field. I used to think that the effects of the Colorado project (Scherer and Wertheimer 1964) and the Pennsylvania project (Smith 1970) were so traumatic that a generation of L2 researchers has been barely able to contemplate the subject without acute anxiety.

The burden of the past may be part of the explanation, but it is not the whole story. Similar disappointments were experienced by our colleagues in education (the nationwide evaluations of Follow Through, for example), and they now have a whole industry devoted to evaluation. So perhaps it is just that we have neglected educational research, and evaluation is merely one of many casualties. Certainly, the idea that language teaching is different from content teaching has been preached to death by wild curates. Recently, however, L2 researchers have started to build bridges to education (eg Lange’s (in press) strongly-worded attack on the solipsism of ESL in the area of teacher development), and as cross-fertilisation occurs, it may be that program evaluation assumes a greater prominence in our literature.

Not that we have ever stopped evaluating language programs. On the contrary, The British Council, along with other major bodies, are forever sending off L2 faculty to far flung locations for that very purpose. But who are they sending?

Our literature treats evaluation as a minor issue, conveniently tacked onto the end of articles and books about curriculum development (eg Richards and Rodgers 1986). When articles do focus on evaluation, they can be out of touch (eg Long’s (1984) insistence on true experiment, or the countless product comparisons of immersion studies published mainly in the *Canadian Modern Language Review*).

In education, by contrast, standards have been drawn up for evaluation (Joint Committee 1981), a number of journals have

¹ Following the convention adopted by Cronbach and Associates (1980), I use the masculine pronoun to refer to the educational evaluator, and the feminine pronoun to refer to other protagonists.
flourished, notably *New Directions for Program Evaluation, Evaluation Practice, and Educational Evaluation and Policy Analysis*. The American Evaluation Society (AEA) has been formed (there are two members from ESL/Applied Linguistics). Clearly, if our literature and our involvement in professional associations is anything to go by, we probably lack the knowledge that would enable us to offer those who commission evaluations an adequate service, whereas our education colleagues may approach the task with greater confidence.

This state of affairs leads us to a particular evaluation issue which I wish to focus on in this paper: the issue of who should conduct L2 program evaluations. This involves two questions: (1) is it preferable for the evaluator to be an L2 expert or an expert in educational evaluation? and (2) should the evaluator be an insider, part of the program team, or an outsider who owes no allegiance to the program?

**Educational Evaluator or L2 expert?**

The educational evaluator has expertise in evaluation but may have little or no knowledge of second language pedagogy. The L2 expert has expertise in some areas of second language pedagogy but may have little or no knowledge of evaluation. Who would provide the more useful service? Is it preferable to offer the L2 expert on-the-spot training in evaluation or to provide the evaluator with a crash course in TESL?

The issue would be unimportant if it could be demonstrated that there are many L2 specialists who are well-trained as evaluators. A cursory glance at our literature, as discussed above, argues against this. The issue would also be unimportant if it were possible for expertise to be combined in an evaluation team, but many evaluations are carried out by solo operators. Thus, the issue is real.

An argument favoring the L2 specialist is that project directors and other stakeholders would recognise her credentials. To the evaluator, they may say, as Worthen and Sanders suggest:

> I respect your training as an evaluator, but I don’t see how you can evaluate my language program adequately since you don’t know much about linguistics (1984:2).

The evaluation standards (Joint Committee 1981) support this view, stating that substantive knowledge of a discipline promotes credibility (and credibility promotes use of evaluation findings). Cronbach and Associates (1980) envisage an ideal training program for evaluators which includes disciplinary preparation. Stufflebeam et al (1971) agree but do not see the ideal as practicable.

From another perspective, it might be asked just how tough L2 theory and practice can get. If it is true that the concepts are relatively easy to grasp then there should be little concern that the evaluator will be able to come to terms with them. Worthen and Sanders take a bold line on this as far as educational research is concerned:
Most theories in education are essentially primitive and most educational practices can be easily comprehended if they are clearly described. It is probably neither arrogance or criticism which has led some social scientists to privately aver that they can digest even the most complex educational theories in an afternoon . . . it must be fear of having our theories and practices demeaned as simple-minded (. . .) which causes many educational specialists to contend that their work is too complex and filled with subtle nuances to be readily understood by outsiders (1984: 8).

There can be no doubt that many of the phenomena we deal with in L2 theory are exceedingly complex, that while some of the ways we investigate these phenomena may be very complex too, many are relatively simple (which is no criticism) to understand. The point is that for most evaluations, such L2 theory as is necessary for the evaluator can probably be digested.

Furthermore, no matter what program he looks into, the evaluator has many activities to engage in which do not require much familiarity with content. He has to identify evaluation questions, determine relevant sources of information, design the study, collect the data, analyse, interpret and finally report.

Finally, because the evaluator is not familiar with L2 theory, he is less likely than the L2 specialist to have attitudes to the principles behind a given program. For the L2 specialist, her familiarity may mean that personal values will intrude and that objectivity will be compromised.

Worthen and Sanders, discussing the relative merits of evaluators and content specialists conclude that:

> the person trained as a professional evaluator would be the best choice to evaluate most educational enterprises (1984:28).

Similarly, the arguments that I have presented indicate that in the present circumstances an educational evaluator is probably the appropriate choice for most L2 programs. However, there is a major problem which I have already alluded to and that is the matter of credibility. It is accepted in the evaluation literature that the quality of an evaluation is to be substantially judged by the extent to which its findings are utilised (Cronbach 1982, McLaughlin, Weber, Covert and Ingle 1988, Patton 1988, Weiss 1988, and many others). If it is true that a non-L2 evaluator would lack credibility, then his findings will be ignored. Thus, it would appear that the only hope is for more L2 specialists to take up the challenge of evaluation.

**Program insider or outsider?**

Irrespective of whether the evaluator is an L2 specialist or not, should the evaluation be carried out by a member of the program team or by an outsider? This is an equally crucial question.

Patton (1988: 91) points out that ‘the largest growth among evaluation personnel has probably been internal’. This view is shared by Sonnichsen
(1987) and House (1988), who note that the literature has not yet taken account of this development. Does it make sense to go for this option?

After all, the internal evaluator costs less (Patton 1986). He promotes, as Cronbach and Associates state, the 'close coupling of research consumer to research producer' which 'permits quick correction, whenever the activity is unproductive' (1980: 321), and he is familiar with the ways his institution works (Huberty 1988, Muscatello 1988, Weiss 1972). Thus he can more readily foster utilisation (Beer and Bloomer 1986, Cummings et al 1988, Dickman 1981).

On the other hand, internal evaluators are likely to have less objectivity, independence and credibility than outsiders (House 1986, 1988, Johnston 1988, Nevo 1983, Patton 1988). Surprisingly, this fails to concern some proponents of in-house inquiry. For example, Sonnichsen (1987), the deputy assistant director for the FBI, makes a case for internal evaluation and an abandonment of neutrality. This position is also taken up by Kirkup (1986); evaluating a women's studies curriculum for the Open University (in Britain), she judges that the most appropriate investigator is a feminist evaluator who is ideologically committed.

In spite of his abandonment of neutrality, Sonnichsen believes that research procedures and ethics will ensure objectivity. Cummings et al also argue that 'objectivity, as for any evaluator, rests in the evaluation process used and data gathered' (1988: 65). But, as House points out, it is clear that methods and codes of ethics are not enough to promote objectivity; he speculates that an FBI evaluation of the feminist movement and a feminist evaluation of the FBI could both follow acceptable research procedures and yet be radically different evaluations with quite different appeals to credibility (House 1988: 44). Stressing the threats to independence and objectivity that internal evaluators face, House adds that:

Virtually every organisation deals with sensitive issues that are dangerous for the internal evaluator to touch. For example, feminist evaluators might eventually have to consider the possibility that women compete for jobs with minorities – not a pleasant or popular idea for such evaluators to raise (1988:46).

It is the relative independence of the external evaluator that enhances credibility (Mowbray 1988). For example, Johnston has found that the US General Accounting Office (GAO) has a high rate of acceptance of its recommendations (this is frequently considered a measure of utilisation), and partly attributes this success to its role as an outside agency. He notes that although the evaluation literature sometimes makes a case for the value of the internal evaluator, the organisation literature takes the opposite tack (1988: 79).

Perhaps the greatest loss brought about by a decision to seek internal evaluation is that an insider is so much involved in the institution's way of thinking that there is no fresh perspective. When academics ask colleagues to read their work and comment on it, they do so because they
know they have become so wrapped up in it that they cannot easily achieve the distance necessary for its improvement. Likewise, an internal evaluation seems to suffer from the probability that it will be partial, not only in the sense of being biased, but also in the sense of being incomplete.

Discussion
The issue of who evaluates L2 programs is, needless to say, far more complex than this brief examination of some of the central concerns has been able to do justice to. Lack of data on personnel, the scope of the work they do, its utilisation, and so on, have necessitated meandering into the speculative byways. Nevertheless, although the questions this paper has addressed merely scratch the surface, they at least serve to focus attention on an area of continuing neglect.

Credibility and competence have emerged as crucial, sometimes competing, areas of interest. At the risk of over-simplification, it appears that credibility is higher for an external person who is also an L2 specialist. However, scruples may be raised about the competence of this same L2 specialist. The competence of the educational evaluator, by contrast, is not seriously in doubt, but I have suggested that his credibility may remain under a cloud.

Perhaps the only person who could satisfy demands of both credibility and competence is the L2 specialist who devotes her energies to external evaluation. If this does not happen, it seems unlikely that L2 program evaluation will prosper. However, if, as appears to be the case, our truancy from educational research proves to have been only temporary, there is reason to expect that it will happen.
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Current writing about the preparation of language teachers is like the literature on language teaching pedagogy of fifteen years ago: assertions and prescriptions abound, but there is very little hard evidence about what works. This has serious consequences for those interested in language teacher education (or in language teaching itself) as a profession, since one of several requirements for professional status is that practitioners share a common technical language reflecting specialized knowledge unknown to the lay person and use research information to guide practice (Billups and Rauth, 1987). The lack of a research basis for training is also bad for the consumer, for if the assertions are unfounded and the prescriptions conflict, as is often the case, then at least some trainee teachers and, through them, many more language learners must be in incompetent hands.

This situation is not unique to language teacher education or even to education in general, of course. Glaser (1984, cited in Billups and Rauth, 1987, 637) noted that education as a whole is ‘seriously undernourished by modern knowledge’ and one of the least research-supported professions. Even medical practice, looked to by some as a potential model for professionalizing language teaching, lacked established standards and procedures until physicians launched their own ‘reform movement’ in the mid-nineteenth century (Billups and Rauth, op. cit, 624).

Language teaching is in a particularly poor state, however. Johnson (n.d.) observes that while this specialization, unlike some subject areas, has its own academic discipline in applied linguistics, which should contribute to a high level of professionalism, just the opposite appears to be the case in practice. He suggests that the lack of a required common body of knowledge for entry into the field is an important source of the problem:

In other subject areas, professional status demands a solid grounding in the relevant academic disciplines, not because a mathematics teacher for
example will necessarily use that knowledge directly in the classroom, but because effective mathematics teaching needs to be informed by an understanding of the principles upon which mathematics is based. Being 'good at figures' is not enough, and no-one suggests that it is. For language teachers, but particularly ESL teachers, being 'good at the language' is not only 'good enough', it is frequently the sole criterion. (Johnson, n.d., 1)

Johnson goes on to point out that while much language teacher education nominally takes place in postgraduate certificate and masters courses, those programs typically constitute the trainees' first and only exposure to the field, and so often do not involve true postgraduate work at all:

If there are doubts about the level of professionalism in language teaching, the reason may be simple. Far too many language teachers are not in fact professionals in the generally accepted academic sense. Courses in language teaching methods cannot change this situation, which relates to the academic prerequisites for admission to methods courses, and indeed to the language teaching profession as a whole. (Johnson, n.d., 2)

In fact, the situation is far worse than even this gloomy picture suggests, since many teachers, perhaps the vast majority, both native and non-native speakers, are neither 'good at the language' nor the recipients of any formal training. Such criticisms imply, however, that things could be improved. More specifically, they assume the existence of a body of knowledge which ought to be common to teachers were the field so structured that the mechanism existed for its transmission.

It is my contention that while far from complete, the findings of second language classroom research (SLCR) constitute an important part of such knowledge. The main purpose of SLCR is precisely to inform future classroom practice, and teacher education, both preservice and inservice (along with materials design and learner training) is the principal means available to achieve that goal. If that is agreed, the remaining questions are (1) whether SLCR has yet gathered information worth imparting, ie knowledge ready to be applied, and if so, (2) how best to communicate that information, how best to translate research findings into improved classroom practice.

The applicability of SLCR findings
Few people familiar with the literature would deny that SLCR has discovered a great deal about language learning and teaching, and done so in a relatively short time. Several hundred descriptive studies have been completed (Long, 1985a), along with a small amount of experimental work. (For recent book-length reviews of methodological issues and findings, see Allwright, 1988; Chaudron, 1988; and van Lier, 1988.) Such progress notwithstanding, there are several reasons why it might still be argued that the findings are not yet ready to be passed along to teachers.

First, due to the labor-intensive nature of SLCR and the lack of
external funding for most of it, studies of classroom processes have generally been small-scale, involving limited numbers of teachers, learners and classrooms, and have often employed convenience samples. Both characteristics make generalization of findings hazardous at best. Second, for the same reasons and also because the primary aim has been to procure detailed descriptions of teaching and learning, studies have tended to be short-term, often cross-sectional, with few attempts to relate classroom behaviours to learning outcomes over time, ie to link process to product. As a result, while a good deal is now known about what goes on in language lessons, little is certain as yet about the long-term effects of potential changes. Third, findings have almost always been partial, or fragmented, in the sense that most have focused on only one or two aspects of classroom life, such as turn-taking, question patterns, error correction or group work, and/or on only one dimension of those phenomena, with consequently less than complete understanding of why things are the way they are or of how the different findings are related. Finally, many studies are not just limited in these and other ways, but methodologically flawed. For example, reports are published with inadequate data (or no data) on the reliability of analyses (eg on levels of inter-observer agreement when rating scales and coding schemes are utilized), on the validity of those analyses or on the statistical significance of findings. (For a review of some appropriate procedures in the first two areas, see Chaudron, Crookes and Long, 1988.)

Another recurring but less often noted problem with the dissemination of SLCR findings in teacher education is the absence of theoretical motivation for the work which produced them, making interpretation and generalization difficult or impossible (Long, 1987a). Showing, for example, that a particular grammatical construction could or could not be taught to a particular group of learners using a particular set of materials and procedures is of virtually no interest, although some journals still publish such results. Before the materials or procedures can be utilized by teachers with other grammatical items and/or learners, it is necessary to know what it was about the original item, learners, materials, procedures or combinations thereof that produced the reported outcome. To answer that question means knowing (or thinking one knows) which classes of grammatical items, learners, materials and procedures were being sampled. That amounts, in turn, to claiming to understand the results (or thinking one does), ie to having an interim explanation for them, or a theory. Needless to say, the theory may eventually turn out to be wrong, but until that is shown, it offers a principled means of applying the original findings to new situations.

The alternative, no theory, means that research is unproductive. Results are accumulated at random, with no way of knowing, for example, with which other structures or learners instruction should be successful and with which it should not. To be generalizable, as the term suggests, a finding needs to be framed as some kind of generalization, eg 'Learners at stage A (but not stage B) of interlanguage development can
be taught structures of type X (but not type Y),' where A, B, X and Y are
defined in terms of some understood categories, eg processing
constraints, stages in interlanguage development and types of linguistic
complexity or markedness.

To take another example, it is of little use to know that pedagogic task
A serves better than pedagogic task B for a particular kind of language
work. To be useful, it is necessary to be able to predict which other tasks
will and will not have the same function. In other words, we need to know
again, which classes of task, or task-types (one-way/two-way, open/closed,
planned/unplanned, etc.) tasks A and B supposedly represent. It is
unhelpful to tell teachers that, say, 'Buried Treasure' on page 39 of a
specific textbook elicits less topic-recycling or interlanguage destabiliza-
tion than 'Spot the Difference' on page 42. Rather, teachers need such
generalizations as 'Closed two-way tasks produce more topic-recycling
than open two-way tasks' and 'Tasks performed after planning elicit
more target-like use and more syntactically complex language than the
same tasks without prior planning.' (The categories also need to be
self-explanatory or easily defined, or course.)

The problem is that to substantiate statements (claims) of this kind, it
is insufficient simply to describe what happened when particular
structures were taught or particular pedagogic tasks were used, as so
many studies have done. It is necessary to theorize beforehand (in
these cases) the principles governing teachability and learnability (see eg
Pienemann, 1984) or the relationships pertaining between task-types
and language performance (see, eg Long, 1989) and then to test the ideas
by manipulating different values of those variables hypothesized to be
important in a controlled experiment. Given, as noted earlier, that most
SLCR to date has been descriptive, not experimental, another potential
problem in applying classroom research findings in language teacher
education becomes apparent.

These concerns are legitimate, and researchers need to address them if
their work is to receive more serious attention by teachers and teacher
educators alike. They do not, however, invalidate the use of existing
SLCR findings in teacher education. There are several reasons why this
is so.

First, while it is true that most individual studies have been
small-scale, several topics have now received sufficient attention to
warrant cautious but defensible generalizations across studies. For
example, there have been a number of studies of teacher feedback on
learner error, the pooled findings of which allow reviewers to provide
useful information to teacher educators about (1) what forms teacher
error 'corrections' typically take (and about students' preferences in this
area), (2) when to correct, (3) which errors to correct, (4) how to correct,
and (5) who, teacher or student, should do the correcting. (For review, see
Chaudron, 1988, p. 132–153.) Similarly, the existence of over a dozen
studies of group work permitted reviewers to formulate generalizations
about the quantity, variety and accuracy of unsupervised language
practice in group work compared with teacher-led lockstep work, as well as about students' ability to correct each other (and the effects of learner training in this regard) and to resist incorporating errors by other group members, about negotiation work and (very tentatively) about some relationships between group work and language practice. (For review, see Long and Porter, 1985. Additional key studies have since been reported on some of these issues.) Further examples of topics on which a series of small-scale studies have now been accumulated can be found in the recent book-length reviews of SLCR findings cited earlier. In each case, while few findings were alone strong enough to support firm conclusions, generalizations can be drawn on the basis of secondary analyses of series of studies. Literature reviews (of which many more are still urgently needed) incidentally make for manageable amounts of reading for trainee teachers who usually have neither the time nor the need to go through all the original studies.

The short-term nature of most studies, the second potential argument against utilizing SLCR findings in teacher education at this stage, does indeed mean that long-term learning outcomes are largely unknown. Again, however, that does not make what has already been established irrelevant. First, detailed descriptions of what really goes on in classrooms are in most respects more informative than data-free prescriptions about what methods writers think should go on. Also, while it is true that few process-product links have yet been established, findings are becoming available about the immediate, short-term effects of process changes on other processes, themselves believed to be beneficial to language learning. Certain types of teacher questions, for example, appear to increase the average length and syntactic complexity of student utterances, the percentage of communicative language use students engage in, and (tentatively) students' post-test scores on mastery of lesson content (Brock, 1986; Long and Crookes, 1987; Tollefson, 1988). Certain types of modifications of spoken and written discourse improve student listening and reading comprehension as much as traditional linguistic 'simplification' of the same texts (as in the basal reader 'See Spot run' approach), but without denying learners exposure to the lexical and morphosyntactic items they currently have difficulty with (eg Brown, 1987; Long, 1985b; Pica, Doughty and Young, 1986; and for review, Parker and Chaudron, 1987). The SLCR literature yields many other examples.

The third problem mentioned, the partial, or fragmentary, nature of the available descriptions, may not be a problem at all. It is obvious that research which focuses exclusively on describing (say) teacher feedback on learner error, group work, teacher questions or relationships between task-types and interlanguage use may not be able to explain the findings or to show how they relate to findings on another topic. (Such is not the intent of narrowly focused descriptive studies, after all.) This limitation is only a weakness, however, if it can be shown that the findings are invalid or misleading because they are focused and 'isolating' — a logical
possibility, of course, but one for which, to my knowledge, no evidence exists as yet. In other words, there is an important difference between claiming that findings are a methodological artefact and suspecting that they are limited (but valid) because of the methodology employed and/or the scope of a study.

Far from appearing invalid or misleading, as noted earlier, there is increasing evidence that at least some of the processes (uses of certain types of questions, tasks, organizational groupings, etc.) are responsible for interesting variance in other phenomena believed (by some) to be important for classroom language learning, e.g. the quantity, complexity and accuracy of student production. No claim is made, of course, that these early studies of limited dimensions of single processes do justice to the complexity of classroom language learning and use. However, it would be as absurd to reject what appear to be quite useful, if limited, findings just because they are only part of the picture. In addition, it turns out that, partial though they may be, such phenomena are closer to the units of analysis (activities or tasks) that studies have repeatedly found teachers employ when they plan, implement and recall lessons than the vague, more global pronouncements about 'methods' so popular among arm-chair prescriptivists.

Needless to say, it would be pointless to try to defend methodologically-flawed studies. It should be noted, however, that not all flaws invalidate all findings, and that by no means all studies have been flawed. The use of convenience samples, similarly, limits the generalizability of findings, but does not make studies employing such samples useless. Finally, while the lack of theoretical motivation for studies greatly reduces the value of their findings in various ways, it does not necessarily rule out post hoc interpretation in the light of other findings and theories, cautious though that interpretation must be.

In sum, SLCR does not have all the answers, nor pretends to. It does offer a growing body of tangible evidence about language teaching classroom practice, however, and is even beginning to produce explanations of some aspects of teaching and learning. Hard information about the activity one is training to perform must not only be useful, but more useful than other people's prejudices and suppositions about that activity. Even when current research information gives out, as it currently quickly does, alerting teachers to the extent of professional ignorance is both honest and potentially valuable, if only because it helps protect them from 'experts' with well-packaged legislation about 'good teaching' and 'what we know works'.

The communication of SLCR findings
Having concluded that SLCR has gathered information worth imparting, it remains to establish how best to communicate it in a teacher education program. We know very little about that, so I will make some brief observations and suggest we get on with some research on the topic, with
microteaching and training in systematic classroom observation appearing to be promising candidates for researchers’ attention.

A survey of syllabuses from language teaching methodology courses in US and Canadian masters programs in ESL (Long, 1983) suggested that most programs were giving very little coverage to SLCR findings in the early 1980s, at least where explicit discussion topics and assigned readings were concerned. There was a serious shortage of pedagogically accessible reviews of such work at the time, however, a situation that still prevails but which, as noted earlier, has since been much ameliorated by the appearance of a number of journal articles and three books on the subject. It is to be hoped that at least some of this literature now figures among the required reading in such courses, but given what is known about curriculum change, it is safe to assume that simply reading about classroom processes will often fail to translate into change in classrooms (for review, see Nunan, 1988). Consequently, innovations in communicating SLCR findings in teacher education are needed, plus controlled evaluations of their effectiveness.

Combined with a traditional diet of guided reading and discussion, two ideas look promising: microteaching and training in systematic classroom observation. Neither is original, which may be an indication that they have some merit and means they can be briefly stated here. They are often used in combination.

Microteaching has a long history in teacher education of all sorts and has often been the focus of research (for review, see, eg McIntyre, MacLeod and Griffiths, 1977; Wragg, 1983). There has also been considerable interest in its application to language teacher training (see, eg Carver and Wallace, 1981; Wallace, 1981, 1982), but virtually no formal evaluation of its effectiveness there. This is unfortunate since, while the unmarked hypothesis would presumably be that a procedure that has been shown to be effective in one kind of teacher education will work in another, this may be overly optimistic. When the medium of instruction is also the object of instruction, it may turn out that the traditional formulae used in microteaching to isolate, break down and reconstitute teaching practices will need modification. Depending on their methodological persuasion, some language teachers, after all, may be as much concerned with the form as with the function of ‘clarifications of explanations’, ‘feedback moves’, ‘higher order questions’ and so on. On the other hand, the ‘local’ nature of many phenomena described in SLCR, such as question patterns and feedback on error, should help make them amenable to systematic change through microteaching. Thus, at least three studies (Brock, 1986; Long et al., 1984; and Tollefson, 1988) have found that even very simple in-service training modules can be effective in producing substantial changes in some aspects of native and non-native speaking teachers’ questioning patterns (and thereby, in the quality of student responses to them), as assessed by analyses of their subsequent classroom teaching.

As with microteaching, regrettably little work has been done in
language teacher education to evaluate the effectiveness of the second potential procedure for disseminating SLCR findings: training in systematic classroom observation. Once again, there is some reason for optimism, however. First, observation systems developed specifically for SL classrooms are now available, eg Foci for Observing Communications Used in Settings, or FOCUS (Fanselow, 1977) and the Communicative Orientation of Language Teaching, or COLT (Allen, Frohlich and Spada, 1984). Second, research with content teachers has long shown that training in the use of such systems designed for coding talk in their classrooms can be effective in changing subsequent teaching behaviour (see eg papers in Amidon and Hough, 1967). Third, smaller units of analysis like those typically utilized in SLCR have generally been found to be more susceptible to systematic change than global constructs like 'method' or 'communicative language teaching' (Amidon and Hough, 1967; Long, 1987b; Nunan, 1987, 1988). Fourth, interesting proposals for step-by-step procedures using such systems with language teachers have begun to be put forward (eg Ramani, 1987). Finally, if use of complete observation systems seems overly complex, the SLCR literature offers numerous well-tried and conceptually simple categories, quite small subsets of which can be used by teachers to monitor innovations they make in materials and in different aspects of their own and colleagues' teaching (eg one-way and two-way tasks, general and personal solicits and open and closed referential and display questions). There are also a few studies documenting the effectiveness of their implementation in a variety of programs (eg Tollefson, 1988; Nunan, 1988).

To conclude, there are some grounds for optimism in these areas and regarding the undeniable progress made in SLCR. However, it would be misleading to suggest anything other than that while SLCR findings show great promise for application in language teacher education, there is a shameful lack of research on the effectiveness of alternative dissemination mechanisms. Accountability and professional status for language teachers and language teacher educators will both require that to change.

References


Notes on Contributors

Lyn Banbrook has taught in Australia, Indonesia, Greece and the UK. An Australian, she has a Master's degree from London University Institute of Education.

Alan Beretta is an assistant professor at Michigan State University. He has published several articles on program evaluation in Language Learning, TESOL Quarterly, and Applied Linguistics.

Christopher Brumfit is Professor of Education with reference to Language and Linguistics, and Head of the School of Education at the University of Southampton. He is also Director of the Centre for Language in Education, and editor of the ELT Documents series.

Vivian Cook lectures in applied linguistics at the University of Essex. He is the author of many textbooks and research papers. His most recent book is Chomsky's Universal Grammar (Blackwells).

Rod Ellis was Head of the Department of English Language Teaching at Ealing College of Higher Education and is now at Temple University, Tokyo. He worked as a teacher and teacher trainer in Zambia for ten years. He has also worked in Morocco, Thailand, Indonesia, India, Cameroon, Venezuela, Sri Lanka, Tanzania, Japan and Canada. His main publications are in the fields of second language acquisition and teacher training.

Peter Green was born in 1929, studied in Cambridge and Lund, Sweden, and taught German and French in British schools. From 1965 he was Lecturer, then Senior Lecturer at the Language Teaching Centre, University of York (Director 1979-84). He has been responsible for research and publications in the effectiveness of language laboratories, aptitude testing, and interlanguage analysis. He is also a textbook author.

Karlheinz Hecht was born in 1928, studied in Munich and the State University of Iowa, and taught English in German schools. From 1964-74 he was lecturer at Munich College of Education. From 1975 he held the Chair of English Language and Literature Teaching at the University of Munich. He has carried out research in error analysis, performance analysis of written/oral communication, and longitudinal study of interlanguage. He has also produced publications in methodology and syllabus planning. He is a textbook author and contributor to educational TV and radio.

Christina Howell-Richardson has been a tutor in the Institute of Applied Language Studies, University of Edinburgh, since 1986. She is concerned with phonology and with writing skills for advanced learners, as well as learner diaries and learner strategies. She previously taught English as a first and foreign language in the UK and Sweden.

Michael H. Long teaches on the MA in ESL and Ph.D. in SLA programs in the Department of ESL at the University of Hawaii at Manoa, where he specialises in second language acquisition, research methods, classroom research and language teaching methodology. He is co-editor of the Cambridge Applied Linguistics Series.

Tony Lynch has taught EFL in a number of European countries and in Brazil. Since 1975 he has worked principally in English for Academic Purposes, applied linguistics and teacher education. Currently a lecturer at the Institute for Applied Language Studies, Edinburgh University, his main areas of interest are native/non-native interaction, self-directed learning and listening comprehension. He is the author of Study Listening
(Cambridge University Press, 1983) and the co-author, with Anne Anderson, of Listening (Oxford University Press, 1988).

Rosamond Mitchell is a lecturer in the School of Education, University of Southampton. For ten years she was a researcher, mainly into language teaching and bilingual education, at the University of Stirling, before moving to the Linguistics Department, University of Edinburgh from 1984-6. She is co-editor of Applied Linguistics from January 1990.

David Nunan was Director, National Curriculum Resource Centre for the Australian Adult Migrant Education Program, and now works at Macquarie University. He has an M. Ed. in curriculum design and a Ph.D. in applied linguistics. He has worked as a teacher, researcher and consultant in Australia, Singapore, Thailand, the Middle East and the UK and has published books on discourse analysis, teacher education, curriculum development and syllabus design.

Brian Parkinson is a lecturer at the Institute for Applied Language Studies, University of Edinburgh, where he has worked since 1982. He is concerned with both EFL and other Modern Languages, and with teacher education. His special interests are classroom processes, criterion-referenced testing, text analysis and translation and language for literature, as well as learner diaries and variables affecting learning. He was previously a schoolteacher in England and Germany and Research Fellow in the Department of Education, University of Stirling.

Peter Skehan is a lecturer in the ESOL Department at the Institute of Education, University of London. With Paul Meara, he has been editor of the series 'Second Language Acquisition', in which he published Individual Differences in Second-Language Learning in 1989.

Nina Spada is an assistant professor in the Department of Education in Second Languages at McGill University. She teaches graduate and undergraduate courses in second language acquisition, language teaching methodology and classroom-centred research. She is currently co-directing (with Patsy Lightbown) a research project investigating relationships between teaching and learning in experimental intensive ESL programs for children in Montreal, Quebec.

Leo van Lier obtained a Ph.D. in Linguistics from the University of Lancaster in 1982. From 1982 to 1984 he worked on a Bilingual Education Project in the Peruvian Andes. He has taught at the University of Northern Iowa, and currently teaches at the Monterey Institute of International Studies. He has written extensively on classroom research.
Research in the Language Classroom

A survey of what research can and cannot do for teachers, together with information about how to start examining your own and others' classroom practices. Among the topics covered are the roles of systematic and unsystematic observation; research into learner behaviour, teacher behaviour, classroom discourse, and programme evaluation; relationships between research and teacher education, teaching theory, and classroom practice; how to write up and disseminate research. The research described always relates directly to advice on how to approach practical problems, and the contributors are experienced researchers and teachers from many parts of the world.